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8.2.2
FEC mechanism for RTP

The “MBMS FEC scheme” is described in sub-clause 8.2.2.8. 

A UE that supports MBMS User Services shall support a decoder for the “MBMS FEC scheme”. The use of MBMS FEC by the sender is recommended, but it is permitted not to use it. In the case where the FEC is not used by the sender, the FEC Layer should not be used (i.e. RTP is mapped onto UDP directly).
This sub-clause defines a generic mechanism for applying Forward Error Correction to streaming media. The mechanism consists of three components:

(i)
construction of an FEC source block from the source media packets belonging to one or several UDP packet flows related to a particular segment of the stream(s) (in time). The UDP flows include RTP, RTCP, and SRTP packets 
(ii)
modification of source packets to indicate the position of the source data from the source packet within the source block

(iii) definition of repair packets, sent over UDP, which can be used by the FEC decoder to reconstruct missing portions of the source block.

The mechanism does not place any restrictions on the source data which can be protected together, except that the source data is carried over UDP. The data may be from several different UDP flows that are protected jointly. 

A receiver supporting the streaming delivery method shall support the packet format for FEC source packets and may also support the packet format for FEC repair packets.

At the sender, the mechanism begins by processing original UDP packets to create:

(i)
a stored copy of the original packets in the form of a source block; and

(ii)
FEC source packets for transmission to the receiver.

After constructing the source block from the original UDP payloads to be protected and their flow identity (based on destination IP address and UDP port), the FEC encoder generates the desired amount of protection data, including the GD-FEC and FEC data. GD-FEC sub-layer is performed at the first process in Transport layer and directly applied for the received data from the Media layer. GD-FEC mechanism provides Unequal error protection (UEP) technique that protects important parts of media bitstream(s) more strongly than others. FEC layer is located in the lower and next to the RTP/RCTP or SRTP sections to fully protect the packets and headers generated in the upper sub-layers.  After FEC encoding, repair symbols are then sent using the FEC repair packet format to the receiver. The FEC repair packets are sent to a UDP destination port different from any of the original UDP packets' destination port(s) as indicated by the signaling.  
The receiver recovers the original packets directly from the FEC source packets and buffers them at least min-buffer-time to allow time for the FEC repair. The receiver uses the FEC source packets to construct a (potentially incomplete) copy of the source block, using the Source FEC Payload ID in each packet to determine where in the source block the packet shall be placed. The indication of the UDP flow (i.e. destination IP address and UDP port number) that the packet is part of, is included in the source block with the UDP payload.

If any FEC source packets have been lost, but sufficient FEC source and FEC repair packets have been received, FEC decoding can be performed to recover the FEC source block. The original packets UDP payload and UDP flow identity can then be extracted from the source block and provided to the upper layer. If not enough FEC source and repair packets were received, only the original packets that were received as FEC source packets will be available. The rest of the original packets are lost.

If a UE that supports MBMS User Services receives a mathematically sufficient set of encoding symbols generated according to the encoder specification in Annex B for reconstruction of a source block, then the decoder shall recover the entire source block. Note that the example decoder described in [91] clause 5.5 fulfils this requirement.
Note that the receiver must be able to buffer all the original packets and allow time for the FEC repair packets to arrive and FEC decoding to be performed before media playout begins. The min-buffer-time parameter specified in sub-clause 8.3.1.8 helps the receiver to determine a sufficient duration for initial start-up delay.

The Source and Repair FEC payload IDs are used to associate the FEC source packets and FEC repair packets, respectively, to a source block. The Source and Repair FEC payload ID formats are part of the definition of the FEC scheme. Each FEC scheme is identified by an FEC Encoding ID and, in the case of underspecified FEC schemes, FEC Instance ID, values. One FEC scheme for the streaming delivery method is specified in sub-clause 8.2.2.8. Any FEC schemes using the packet formats defined in the present document shall be systematic FEC codes and may use different FEC payload ID formats for FEC source packets and FEC repair packets.

The protocol architecture is illustrated in figure 11.
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Figure 11: Interaction diagram of FEC mechanism for the streaming delivery method 
Figure 11 depicts how one or more out of several possible packet flows of different types (Audio, video, DIMS, text RTP and RTCP flows) are sent to the FEC layer for protection. The source packets are modified to carry the FEC payload ID and a new flow with repair data is generated. The receiver takes the source and repair packets and buffers them to perform, if necessary, the FEC decoding. After appropriate buffering received and recovered source packets are forwarded to the higher layers. The arrows in the figure indicate distinct data flows. 
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8.2.4
GD – FEC sub-layer

8.2.4.1
Introduction

GD-FEC sub-layer providing UEP technique that protects important parts of media stream(s) more strongly than others should be deployed for streaming delivery over MBMS bearers. As described in sub-clause 8.2.2, GD-FEC sub-layer is performed in the first process of Transport layer and it borrows a small fraction of redundancy bits from the FEC layer for effectively protecting important data such as Intra-frames (I-frames) or Based layer data of SVC video bit-streams. The GD-FEC sub-layer is also simultaneously processed with the FEC layer to maintain redundancy as the same as that of the conventional Transport layer FEC (TL-FEC). Sub-clauses 8.2.4.2 and 8.2.4.3 describe in detail mechanisms of GD-FEC Encoding and Decoding, respectively. 
8.2.4.2
GD-FEC Encoding

FEC layer is generally performed at a lower section of Transport layer to fully protect payload and header data packets generated from upper sub-layers such as RTP/RCTP or RCTP. Unlike the FEC layer, the GD-FEC sub-layer is performed at the first process and directly applied for the media flows received from Media layer as depicted in figure 11. Therefore, the proposed GD-FEC sub-layer can effectively protect media data by using UEP technique. At the encoder, GD-FEC can easily isolate the I-frames from the P or B frames, the Based layer data from the Enhancement data of media stream(s), then assign more protection data to these important data for efficient packet loss recovery. 
Figure 12 depicts an example of GD-FEC encoding for the I-frames (or Instantaneous decoding refresh (IDR) frame) which are extracted from video streams. In figure 12, each Group of pictures (GoP) contains only one IDR frame which is generally located at the first frame position in a GoP (see the yellow rectangles depicted in the figure); and, in the GD-FEC Encoding, only the I-frame which plays the same functions as the IDR frame in a GoP is employed and then assigned more parity data for higher error protection using UEP technique.  Let 
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, as shown in figure 12. 
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 denotes the number of GoPs utilized for GD-FEC in one encoding period. That means, in each GD-FEC encoding period, a group of L GoPs are chosen to generate corresponding parity packets as follows: 
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where "<~" and F denote the GD-FEC encoding operator and GD-FEC generating function, respectively. F would be the generating function of Raptor/RaptorQ or RS codes.  
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	Figure 12. Example of GD-FEC encoding process in an MBMS system.


In the case that requires non-delay FEC decoding for the recieved media flows, the sender shall transmit the redundancies first so that the receiver can recover and decode the loss data packets without delay. In this case, the GD-FEC encoding is performed as follows: 
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. An example of the GD-FEC encoder providing non-delay FEC decoding is illustrated in figure 13.   
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	Figure 13. Example of the GD-FEC encoder providing non-delay FEC decoding


8.2.4.3    GD-FEC Decoding

At the receiver, GD-FEC and FEC decoders reconstruct the original packets directly from the FEC source packets and buffers them at least min-buffer-time to allow time for the FEC repair. If any FEC source packets have been lost, but sufficient FEC source and FEC repair packets have been successfully received, GD-FEC and FEC decoding could recover the FEC source block. By using the UEP technique to effectively protect important parts of media stream(s) from burst error, GD-FEC decoder can recover and maintain a minimum level of acceptable quality for media stream(s), then guarantee continuous media displaying, enhance user experiences. This is particularly useful for multicast and broadcast of MBMS streaming delivery. 

Figure 14 depicts an example of Non-delay GD-FEC decoding when a group of source packets 
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shall be recovered. Generally, GD-FEC decoding process is performed as 
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	Figure 14. Decoding process of the Non-delay GD-FEC decoder: lost packets can be restored using repair packets labeled ① ~ ④.


Annex L describes more details on mathematic models for the GD-FEC Encoding and Decoding. If a UE that supports MBMS User services which receive a mathematically sufficient set of encoding symbols generated according to the GD-FEC encoder/decoder specified in Annex L, then the decoding failure rate 
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 in the GD-FEC decoding is given as  
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where 
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 and 
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 denote the FEC layer coded Block loss ratio (BLR) and the Target loss recovery rate (TLRR) at the GD-FEC layer. 
In case of non-delay GD-FEC decoding, decoding failure rate 
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Annex L (informative):
GD-FEC Encoding/Decoding
This annex describes more details on the mathematic models for GD-FEC Encoding and Decoding.

1. Recovering capability of FEC layer

The recovering capability of the FEC code in the FEC layer is proportional to the amount of redundancies because the amount of the received data after the message loss and redundancies combined in the mobile channel must be greater than that of the original message data. The most frequently used FEC codes in the FEC layer are the RS and RaptorQ codes for which the decoding failure probabilities are given in (1) and (2), respectively.

RS code:
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RaptorQ code:
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where n denotes the number of symbols received, and k denotes the number of original message symbols. With these equations, it is known that the sender needs sufficient redundancies so that the amount of remaining data received must be greater than that of the original message. Therefore, Theorem 1 and Corollary 1 are given for the FEC layer, as follows.

where n denotes the number of symbols received, and k denotes the number of original message symbols. With these equations, it is known that the sender needs sufficient redundancies so that the amount of remaining data received must be greater than that of the original message. Therefore, Theorem 1 and Corollary 1 are given for the FEC layer, as follows.

Theorem 1: Suppose that 
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fraction of the message of the length of k is deleted in the bearer delivery process (called a channel). Then, the remaining message becomes a length of  
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  thus, a required redundancy with a length of [image: image36.png]


 must be satisfied with following inequality:
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Proof: The deleted message can be understood as erased bits over a binary erased channel (BEC). Therefore, suppose that a channel capacity is B bits per channel use. Then, a transmit rate of R can be obtained as follows:
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Then, the following inequalities must be satisfied:
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Suppose 
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Corollary 1: According to Theorem 1, the amount of parities is larger than the lost bits, which are 
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 portion of loss in k bit messages. If a good FEC layer code (e.g. RS or RaptorQ code) is used, the amount of parities can approach the lost bits [14]. Thus, for a small positive value (
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), the amount of parity (
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) can be expressed by 
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is set as the target loss recovery rate (TLRR).

While Theorem 1 calculates the redundancies required in order to recover message bits that are lost in the channel, the redundancies required for the recovery of message bits given that both the message and redundancies are sent simultaneously are described in Proposition 1.

Proposition 1: Suppose that ( fraction of parity m plus message k is deleted in the bearer delivery process. Then, the remaining message and parity has a length of 
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; thus, the following must be satisfied:
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where 
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 denotes the effective target loss recovery rate (TLRR) defined by:


[image: image53.png]



(8)



Proof: Without loss of generality, it can be assumed that the deletion processes of message and parity are independent. Then, by Theorem 1 and with 
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can be obtained easily, and finally (7) is found: 
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Therefore, it is known that 
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 in (1) is equivalent to 
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If 
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 is given in the FEC layer for the packet amount of 
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, the required amount of redundancies is more than 
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 and the decoding failure rate 
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 can be given as in (10):
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where 
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 is the non-coded block loss rate (BLR).

2. Recovering capability of GD-FEC sub-layer
Proposition 2: Suppose that 
[image: image67.wmf]t

 fraction of the message in the FEC layer is protected in the GD-FEC layer. Then, the effective TLRR of the conventional (FEC layer only) scheme can be expressed with that of the proposed (FEC layer+ GD-FEC layer) scheme, as follows:
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where 
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 denote the TLRRs at the FEC layer for the conventional scheme and proposed scheme, respectively. Further, 
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denotes the TLRR at the GD-FEC layer for proposed. Finally, the right side of (9) is given for the total effective TLRR for proposed scheme.

Proof: The total redundancy T can be given as follows:
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where 
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 is the amount of the message in the FEC layer. Clearly, for the conventional scheme, 
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 equals zero because there is no GD-FEC layer. With this, an equation can be formulated from the total redundancies of the conventional schemeand proposed scheme being equal; by eliminating 
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 from the (10), (9) can be obtained.

Finally, the decoding failure rate 
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  in the decoding delayed GD-FEC layer is given as follows.
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where 
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 is FEC layer coded BLR

3. Recovering capability of NDD-GD-FEC sub-layer

In the Non-delay decoding (NDD)-GD-FEC sub-layer, the sender transmits the redundancies first so that the receiver can recover the loss data packets when the loss occurs. Therefore, the encoding process can be expressed as follows:
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, i < j

An example of the process of the NDD-GD-FEC layer is as follows.

Pfr 1 <~ G{Mfr i, i=1,2,3,4}

      Pfr 2 <~ G{Mfr i, i=2,3,4,5}

Figure 2 presents the timing diagram of this process. In the figure, one GoP consists of 4 time indices  and one GoP assumed for each packet time. The burst loss indicates the event when equal amounts of, or more than one, GoPs are lost.

The decoding process can be expressed as follows:
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, i < j.

Figure 3 shows the decoding process of the NDD-GD-FEC layer for L=4. In the figure, the decoding packet can be restored using the pre-received redundancies labeled from 
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 to 
[image: image82.wmf]4

. In this example, the essential message data Mfr 6, which consists of the GoP section or set of frames that was assumed lost and is restored by the process, can be expressed as follows:

Mfr 6 ~> G-1{ Pfr i, i=3,4,5,6},
The effective TLRR in the NDD-GD-FEC layer (
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, respectively. The sum of these two must be greater than the amount of the original message k. Finally, (14) can be obtained:
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	Figure 2. Example of the GD-FEC encoder providing non-delay FEC decoding
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	Figure 3. Decoding process of the Non-delay GD-FEC decoder: lost packets can be restored using repair packets labeled ① ~ ④.


The decoding failure rate (
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[image: image92.wmf]i

.
	End of Fourth Change




_1405603689.unknown

_1405727261.unknown

_1405727719.unknown

_1405728007.unknown

_1405728643.unknown

_1405763093.unknown

_1405930310.vsd
�

Audio


Audio


Video


DIMS


Text


RTP & RTCP


SRTP


Source block


FEC
Encoding


FEC Payload ID packetization


UDP


FEC Layer


MBMS transport


GD-FEC (Encoding)


Media
Equipment
(Application
Layer)�

Transmission
Equipment
(Transport Layer)�

Audio


Audio


Video


DIMS


Text


RTP & RTCP


SRTP


Source block


FEC
Decoding


FEC Payload ID de-packetization


UDP


FEC Layer


GD-FEC (Decoding)



_1405977038.unknown

_1405728862.unknown

_1405729034.unknown

_1405729048.unknown

_1405728912.unknown

_1405728861.unknown

_1405728221.unknown

_1405728428.unknown

_1405728440.unknown

_1405728222.unknown

_1405728132.unknown

_1405728144.unknown

_1405728053.unknown

_1405727873.unknown

_1405727902.unknown

_1405728006.unknown

_1405727874.unknown

_1405727747.unknown

_1405727845.unknown

_1405727720.unknown

_1405727474.unknown

_1405727614.unknown

_1405727718.unknown

_1405727523.unknown

_1405727373.unknown

_1405727473.unknown

_1405727372.unknown

_1405699082.unknown

_1405726896.unknown

_1405727228.unknown

_1405727260.unknown

_1405727136.unknown

_1405719768.unknown

_1405719769.unknown

_1405726770.unknown

_1405699083.unknown

_1405719767.unknown

_1405605602.unknown

_1405638403.unknown

_1405699081.unknown

_1405633184.unknown

_1405638402.unknown

_1405604305.unknown

_1405603545.unknown

_1405603623.unknown

_1405603635.unknown

_1405603588.unknown

_1405603340.unknown

_1405603544.unknown

_1405603338.unknown

_1405603339.unknown

_1398433193.vsd
�

Audio


Audio


Video


DIMS


Text


RTP & RTCP


SRTP


Source block


FEC
Encoding


FEC Payload ID packetization


UDP


FEC Layer


MBMS transport


GD-FEC (Encoding)


Media
Equipment
(Application
Layer)�

Transmission
Equipment
(Transport Layer)�

Audio


Audio


Video


DIMS


Text


RTP & RTCP


SRTP


Source block


FEC
Decoding


FEC Payload ID de-packetization


UDP


FEC Layer


GD-FEC (Decoding)


Decoding Success Report (1 bit)



