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Introduction

This document is to summarize the status of the objective evaluation from the viewpoint of the moderator.

Status of Agreed Topics

The EVS SWG managed to agree on important points for the objective evaluation since the discussion started at the 68th meeting. The following agreements have then been confirmed during the 12th EVS SWG telephone conference:

1. 
The objective evaluation procedure is only valid for qualification

2. 
Every proponent conducts objective evaluation of the own candidate in-house, is responsible for providing the results of objective performance requirement evaluation, reports on fulfilment of the objective requirement as part of the qualification deliverables, and also reports on compliant processing as part of the qualification deliverables (see EVS-6a)

3. 
The executables to generate those results are identical copies of executables being used for the qualification test

4. 
Processing is done in a comparable manner by each proponent, i.e. identical processing scripts will be used

5. 
The source material database for objective evaluation is common and used by all proponent companies

In addition, the following non-exclusive list of things to be evaluated was agreed:

· AFR for DTX

· gain check

· maximum allowed attenuation during inactivity, subject to an agreement on the allowed level

· JBM parameters (delay CDF, percentage of jitter-induced concealment operations)

In offline talks it was discussed that bitrate measurement could also be done as part of the objective measurement, as it comes at little extra cost when doing the AFR measurement.

Open Topics

Still several questions remain, as outlined by the following sections.

Evaluation Database

Some of the proponents contributed ambient background noise recordings. Although discussion on the acceptable background noise recordings is ongoing, a final agreement on the accepted recordings has not been made. The source likes to remind proponents that it was a common understanding so far, that a database of sufficient length (which should imply sufficient variety and diversity) is desired for the objective evaluation. The source sensed that a length of 30-40 minutes being a reasonable minimum value to get stable long-term measurements for objective evaluation. Proponents are therefore invited to take the need for background noise recordings for objective evaluation into account.

In addition to background noise, foreground speech material is needed. The common corpus that is compiled currently is a good starting point, many more diverse items are however needed to create the database with sufficient length. The alternative to have proprietary items is an unfavourable choice, as this will not allow a direct comparison of the candidates’ performance with respect to objective evaluation, as it could be envisioned that proprietary items would not be disclosed. The source likes to point out that an average AFR for the speech database of ~40% was already agreed in EVS-3.

Mixed content and music material is also needed. Similar requirements as for the common speech database apply. A common music database, that is equally available to all proponents, is therefore also needed.

When compiling the database it seems sensible to also ensure maximum diversity, e.g. alternating languages, many talkers, different sentences, full length noise recordings, etc. to have long items representative for the subjective experiments and later deployment.

It is the understanding of the source that the following long items need to be compiled:

1. clean speech NB

2. clean speech WB

3. clean speech SWB

4. all accepted car noises mixed with 1, 2, or 3, depending on noise assignment in the experiments

5. all accepted office noises mixed with 1, 2, or 3, depending on noise assignment in the experiments

6. all accepted street noises mixed with 1, 2, or 3, depending on noise assignment in the experiments

7. mixed content and music NB

8. mixed content and music WB

9. mixed content and music SWB

It is a bit unclear yet, whether we need 4, 5, and 6 combined with all of 1, 2, and 3.

Processing

For implementing the 4th bullet point above, the common processing, processing scripts are needed and the tolls must be in place.

The common scripts are not only needed for the subjective experiments, but also for processing of the objective performance requirements. The source therefore requests that this functionality be considered for the common scripts, i.e. full support for extracting the objective performance.

It is also requested to provide functionality in the scripts to create an identical database for the objective evaluation, using the material that is then commonly available. An alternative here could be that some entity provides pre-processed concatenated items.

Tools are partially existing

· Gain-check tool, kindly provided by VoiceAge

· Maximum allowed attenuation, using the gain-check tool

The following tools are needed

· AFR measurement tool, could also include bitrate measurement

· JBM tool to measure JICOs and to create a CDF plot

Treatment of results

It became clear after the previous discussions, that the treatment of results depends on the availability of the common database. If all proponents have access to the same concatenated items (1-9) sufficiently ahead of the submission of the qualification executable, the consequences can be severer, i.e. failed objective performance requirements on the concatenated should have a more severe impact, than if the database becomes known after submission.

As the JBM objective evaluation and gain verification is related to design constraints, it needs to be reminded that failures there imply a violation of the respective design constraints. Care needs to be taken to balance the evaluation of design constraint fulfilment and fair competition.

Too high AFR values compared to the reference codecs should be considered together with the related subjective experiments. Although the database for objective evaluation will be different from the stimuli in the listening tests, the source thinks it is sensible to couple those results. The noise of the subjective experiments will at least be partially included in the objective evaluation, though the item there is much longer. A too high AFR for a certain condition could then e.g. convert passed conditions into failed conditions, or count in addition as passes/fails.

Timeline

It is the assumption of the source that the results of the objective evaluation are delivered as part of the qualification deliverables to the qualification meeting, which implies that several weeks are available for processing the results after submission of the executable while the listening tests are ongoing. The source sees it however as essential that all related matters are decided before executable submission, as a change of rules afterwards seems to be rather odd.

Reporting sheet

A reporting sheet seems to be the obvious way forward, similar to a common listening test results sheet, to enable easy comparison of the different candidates’ objective performance. On the other hand, fails are the only sections that deserve a deeper look, and therefore a report of failed objective evaluation operation points might be sufficient.

To ensure that the executable for objective evaluation was identical to the submitted executable, a simple MD5 hash on both executables seems sufficient. A new task would then be assigned to the host lab, to calculate MD5 hashes of all submitted executables and to include those in the hostlab report.

Test plan sections

The offline moderator did not trigger any discussion on the test plan, as the sections to be added are depending on the agreements on the above points.
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