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1
Introduction/proposal 

The following changes are proposed to be included into the draft TR.
4
General

4.1
Introduction

This Technical Report provides a study on mobile 3D stereoscopic video in 3GPP. Use cases and technical solutions are investigated regarding a variety of setups using 3GPP's streaming, multicast/broadcast, download and progressive download as well as conversational services. Clause 5 provides a definition of the stereoscopic 3D video technologies and terminology as well as a video codecs performance comparison. Clauses 6 to 9 focus on use cases for which the working assumptions and the operation points are defined before providing a technical analysis. Clause 10 introduces subjective tests conducted on a 3D capable mobile terminal. The conclusion summarizes the recommended way forward for the introduction of 3D stereoscopic video support in 3GPP specifications.
5
Technology description
5.4
3D signalling
5.4.3
Device capability exchange signalling of supported 3D video codecs and formats
The device capability exchange signalling in 3GPP’s PSS [3] specification enables servers to provide a wide range of devices with content suitable for the particular device in question[…] 
6 
Streaming use cases

6.1 
PSS and MBMS-based 3D video services

6.1.1
Use case description

This use case describes the delivery of 3D video content to 3D-enabled UE devices over PSS [3] and MBMS [4] services. Figure 17 illustrates the use case.
6.1.2
Working assumptions and operation points

PSS/MBMS-based 3D video services require 3D-enabled UEs to decode and render 3D video at their UE devices. Most of these devices have 3D screens either 3D glasses-free or with glasses. Furthermore, these devices are typically equipped with 3D video hardware and high-performance software drivers for watching high-quality 3D videos and playing 3D video games. 

Services such as PSS and MBMS provide the means for distributing the content to 3D capable mobile devices. The specified delivery options include multicast/broadcast, RTP streaming, adaptive HTTP streaming and progressive download [3], [4] and [5].

While 3D capable devices will enjoy the 3D video, it should also be possible to author so that legacy devices can consume the same content in 2D.
6.1.3
Technical analysis

For PSS [3] and IMS-based PSS and MBMS services [24], device capability change signalling of supported 3D video codecs and formats can be handled as described in clause 5.4.3.
6.2
DASH-based streaming of 3D content

6.2.1
Use case description

In a variant of the use case 6.1, the 3D video is made available in multiple bitrates at the server and offered as DASH content to be consumed as streaming services.  

6.2.3
Evaluation of DASH-based streaming with HTTP-caching

6.2.3.1
Introduction
Figure 18: DASH-based streaming with caching infrastructure.
6.2.3.2
Coding of VoD content items

Two schemes of video coding for the VoD contents of the given representation setup are compared. For the setup shown in  REF _Ref269292436 \h 
, the evaluation considers the case where all representations are encoded using the High Profile of H.264/AVC as specified in 3GPP TS 26.237 [24] and the case where 2D and stereo representation at a certain (low or high) quality are encoded as a single MVC bit stream using the Stereo High Profile. 

[…]
The distribution of the bitrates, concluded from the above findings and normalized to the lowest bitrate, is given in table 1. Since the gain of coding each second dependent view with MVC compared to H.264/AVC dominates the performance in the overall evaluation, MVC gains of 20%, 30% and 40% with respect to an H.264/AVC coded independent second view are simulated, denoted as MVC-20, MVC-30 and MVC-40 in the following.

Figure 19: H.264/AVC and MVC coding schemes and caching performance.

6.2.3.4
Simulation results

Figure 21: Cache hit ratio of the MVC encodings and H.264/AVC.

Figure 22: Absolute cache hit ratio increase of MVC encodings with respect to H.264/AVC.

Figure 24: Relative traffic reduction on the transit link of MVC encodings with respect to H.264/AVC.
6.3
Common provisioning of 2D and 3D content for download and streaming   
6.3.1
Use case description
In the case where there is a coexistence of a variety of device capabilities (e.g. 3D devices and 2D devices) within a 3GPP system. The support for heterogeneous devices is particularly important and service providers generally have two optional approaches to encode and store the contents. Therefore, in an extension to the above use cases, not only the 3D version is available, but also a 2D version of the same content is made available as shown on figure 25. 
In one way, the same content of different source files (2D and 3D) are encoded into separated content items and they are made available as separated content. In this case for the delivery of the 3D content is covered by the use cases of sections 6.1 and 6.2 from above.
Figure 25: Video encoded into two different files

While encoding different content items into separate videos (2D and 3D) may keep the solution simple, there may exist optimizations in storage, caching and delivery for treating the 2D and the 3D content jointly.

The other approach is to encode the source files into one common provisioning format and offer 2D and 3D content to the UEs in this content as figure 26 depicts:
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Figure 26: Video encoded into one generic file

6.3.2
Working assumptions and operation points
Common Provisioning may include the following options:
· separate encoding of the two views and common provisioning of the same content;
· joint encoding of the two views and common provisioning of the same content.
In any case, the provisioning formats need to be defined such that 2D content and 3D content can be appropriately  rendered. The same formats as considered in use cases of section 6 may be used, but may need adaptation to provide this joint provisioning. The extraction process should be as simple as possible and backward compatibility issues to legacy UEs should be taken into account.  

6.3.3
Technical analysis
 The exact processing for the extraction depends on the provisioning format. 

When left and right views are packed together in frame-compatible format, the 2D extraction process includes decoding of the frame, and rendering (UE extraction) or transmission (server extraction) of the only left view of the pair.

When left and right views are encoded in separate frames, only the master view is decoded, and the secondary view is skipped. The master view is the one specified in provisioning format (e.g. view 0 in H264/MVC) or the left view by default if unspecified (e.g. time-interleaved H264/SEI).
6.4
3D Timed Text and Graphics

6.4.1 
Use case description
Figure 27: Example of text rendering position and composition as defined by 3GPP Timed Text in 2D coordination system.
6.4.3 
Possible solution
Figure 28: Exemple of flexible plane tracks overlay.

6.5
2D/3D mixed contents service
6.5.1
Use case description

This use case describes a 2D and 3D mixed contents service. For example, music and drama contents are delivered in 3D and advertisement content is delivered in 2D and those contents might contain 2D-3D switches which might happen at the scene level.
Figure 29 illustrates the use case.
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Figure 29: Use case of 2D/3D mixed contents service
6.5.2
Working assumptions and operation points

The mobile device is able to render the 2D/3D combined contents. The identification for indicating pure stereoscopic contents and 2D/3D mixed content is available to the rendering device. Sufficient boundary information for identifying 2D and 3D content segments is signaled to the rendering device. 
6.5.3 Technical analysis

See clause 5.4.2 for encapsulation of mixed 2D/3D video in 3GP files. Switches between 2D and 3D modes (there could be several 3D modes depending on 3D formats) could require re-configuration of the codec dataflow as well as potentially the UE display sub-system (memory allocations, parameters, etc..). The optimization of such switches is for further study.
6.6
3D video delivering based on 2D video warehouse (move it to the use cases for further study)
6.6.1
Use case description
Apart from creating new 3D video content, existing 2D video resources may also be delivered and displayed as 3D content. This is especially important to cover for the still low amount of 3D content. Users may decide to watch an originally 2D content in 3D. Figure 30 illustrates this scenario.
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Figure 30: 3D video delivery from a 2D video database

7 
Download use cases
7.1
Download of 3D video
7.1.1
Use case description

7.1.2
Working assumptions and operation points
Download of 3D video requires the encapsulation of the video in a file format that is supported by the 3GPP-service capable UE. It also requires that the file is advertised appropriately in the Content-Type to signal that it is a 3D-content and what are the required codecs and rendering capabilities to support this. It is expected that a 3GP file format based encapsulation format is used. 

7.1.3
Technical analysis

The details of the file format as well as the appropriate signalling need to be defined to support this use case. See clause 5.4.2 for encapsulation and MIME type signalling of 3D video in 3GP files.
7.2
Progressive download of 3D video
7.2.2
Working assumptions and operation points
In addition to the requirements for the use case 7.1, the file format is expected to support an arrangement of the video content such that playout before completely downloading the file is supported.

7.2.3
Technical analysis

The details of the file format as well as the appropriate signalling need to be defined to support this use case. See clause 5.4.2 for encapsulation and MIME type signalling of 3D video in 3GP files.
7.3
Correct rendering of downloaded 3D video

7.3.2
Working assumptions and operation points
The file format needs to support signalling of post-decoder requirements (for frame compatible and/or temporally interleaved 3D video) in order to:
stop legacy clients from decoding and improperly displaying 3D video contents.
allow Release11 conforming clients to inspect files for post-decoder requirements before rendering.

7.3.3
Technical analysis

See clause 5.4.2 for encapsulation of 3D video in 3GP files and using post-decoder requirements.
8 
Use cases for further study
8.3 
3D video call fall back to legacy phone
8.3.1
Use case description

8.3.3
Gap analysis on supporting 3D video call fallback between 3D video phones

 The fallback procedures are already handled by MTSI specifications. The only gap identified for MTSI with 3D video support is SDP signalling of the 3D video media as described in section 5.4.1.


9.3 
Bitrate adaptation











9.4
View scalability for graceful degradation
9.4.2
Working assumptions and operation points

If view scalability is discovered to be a reasonable enabler for graceful degradation in the performance evaluation, it should be possible for the service provider or content creator to explicitly allow or disallow rendering only one view of the content and, if desired, indicate which one of the views is preferred or required for single-view rendering.
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