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1 Introduction
During the ECSRA_LAA work, and also in [1], the following benefits have been claimed for inband CMR, compared to RTCP-APP-CMR:

· Inband CMR has been claimed to be faster than RTCP-APP-CMR.

· Inband CMR has been claimed to be more robust than RTCP-APP-CMR.

· Inband CMR has been claimed to be more bandwidth efficient than RTCP-APP-CMR.

This contribution will show that these claims are “myths” and not true, especially when using the more modern RTP AVPF profile and also Reduced-Size RTCP.

In [1], it is also claimed that RTCP interferes with the RTP traffic and also that there is no need to use RTCP for one-way media (HOLD).

2 Background information

The following background information is beneficial for the discussion that will follow.

Table 1.
RTP packet sizes for different AMR 12.2 and 5.9 kbps codec modes with and without RoHC, assuming the bandwidth-efficient payload format.

	RTC packet
	AMR122
Without RoHC

[bytes]
	AMR59
Without RoHC

[bytes]
	AMR122
With RoHC

[bytes]
	AMR59
With RoHC

[bytes]

	Headers:

IPv4 = 20 bytes

UDP = 8 bytes

RTCP = 12 bytes
	40
	40
	3
	3

	RTP payload
	32
	16
	32
	16

	Total
	72 bytes
	56 bytes
	35 bytes
	19 bytes


3 Size of RTCP packets
In [1], it is claimed that:

RTCP packets may have several times the size of RTP packets and on a fixed bandwidth radio bearer RTP packets may therefore be deferred for several framing periods while an RTCP packet is transmitted. For this reason, SA4 allows that RTCP is disabled while speech is transmitted. (Reduced-size RTCP improves this situation)

3.1 Analysis
3.1.1 Compound RTCP packets without Reduced-Size RTCP

As there is currently no RoHC profile for compressing RTCP, it is here assumed that the compressor will fall-back to compressing only the IP and UDP headers. It is here assumed that the IP and UDP headers will be compressed to 3 bytes.

Table 2.
RTCP packet sizes compound Reduced-Size RTCP packets with and without RoHC.

	RTCP packet type
	SR + SDES

Without RoHC
[bytes]
	SR + SDES + APP
Without RoHC
[bytes]
	SR + SDES

With RoHC
[bytes]
	SR + SDES + APP

With RoHC

[bytes]

	Headers:

IPv4 = 20 bytes

UDP = 8 bytes
	28
	28
	3
	3

	RTCP = 8 bytes
	8
	8
	8
	8

	Sender report (1 report block)

SR sender info = 20 bytes

Report block = 24 bytes
	44
	44
	44
	44

	RTCP header = 8 bytes
	8
	8
	8
	8

	SDES with CNAME

Often the e-mail address, variable length

30 bytes assumed

See also note below
	30
	30
	30
	30

	RTCP header = 8 bytes
	-
	8
	-
	8

	RTCP-APP-CMR
	-
	8
	-
	8

	Total size
	118 bytes
	134 bytes
	93 bytes
	109 bytes


Note: The size the SDES RTCP packet can be very large, depending on what information that is included. A common solution is to include quite a lot of information, e.g. name, e-mail address, mail address, telephone numbers, etc.). However, it also seems common that this is only included in the first SDES packet in the session, which should happen immediately as the RTP session is started up or very early in the RTP session, i.e. before the users have started talking. This means that any interference with the RTP packets will be negligible.
Hence, for the further evaluation in this document, it is assumed that the size of the SDES RTCP packet is approximately 30 bytes.

3.1.2 RTCP packets with Reduced-Size RTCP
The table below show the different RTCP packet sizes when Reduced-Size RTCP is used.

Table 3.
RTCP packet sizes with Reduced-Size RTCP with and without RoHC.
	RTCP packet type
	SR

Without RoHC
[bytes]
	SDES

Without RoHC
[bytes]
	APP

Without RoHC
[bytes]
	SR
With RoHC
[bytes]
	SDES

With RoHC
[bytes]
	APP
With RoHC
[bytes]

	Headers:

IPv4 = 20 bytes

UDP = 8 bytes
	28
	28
	28
	3
	3
	3

	RTCP header = 8 bytes
	8
	-
	-
	8
	-
	-

	Sender report (1 report block)

SR sender info = 20 bytes

Report block = 24 bytes
	44
	-
	-
	44
	-
	-

	RTCP header = 8 bytes
	-
	8
	-
	-
	8
	-

	SDES with CNAME

Often includes the e-mail address

Variable length, 30 bytes assumed
	-
	30
	-
	-
	30
	-

	RTCP header = 8 bytes
	-
	-
	8
	-
	-
	8

	RTCP-APP-CMR
	-
	-
	8
	-
	-
	8

	Total size
	80 bytes
	66 bytes
	52 bytes
	55 bytes
	41 bytes
	19 bytes


3.2 Conclusion
Comparing the sizes for compound RTCP packets in Table 2 with the sizes for RTP packets in Table 1, one must conclude that the no more than two times the size of an AMR122 speech packet, which is quite far from the claimed “several times the size of RTP packets”.
Comparing the size for Reduced-size RTCP packets in Table 3 with the sizes for RTP packets in Table 1, one must conclude that is overall about the same as the size of the speech packets. Especially interesting for adaptation is that the size of the Reduced-Size APP RTCP packet is exactly the same as for an RTP packet containing AMR59 encoded speech. This is especially important when experiencing congestion when operating at a high codec mode (e.g. AMR122), but this will be further discussed later in this contribution.
3.3 Other comments

It is not clear to this contributor what “fixed bandwidth radio bearer” refers to. If this refers to the legacy DCH bearers that are available in pre-HSPA W-CDMA, e.g. 16 kbps DCH bearers which only allows for sending 320 bits every 20 ms, then it is the opinion of this contributor that such bearers can be ignored as it is expected that no one will use them for VoIP.
If “fixed bandwidth radio bearer” instead refers to the bearers available for HSPA and LTE, then this not really “fixed”. The MBR (and GBR) rates are more like a long-term average values, or at least medium-term averages. Both MBR=GBR and MBR>GBR bearers, as well as both LTE and HSPA, do allow for some variance in the instantaneous bandwidth, both when it comes to the size and the frequency of the transmitted packets.

With this, it should be obvious that the transmission of RTCP packets will not interfere with the transmission of RTP packets, at least if sufficient bandwidth is allocated for RTCP.

It is true that SA4 allow for disabling RTCP, by allocating 0 kbps for the RTCP bandwidth. However, since this was only needed for the ancient DCH bearers, and since the more modern HSPA and LTE systems do not put the same limitations on the packet sending, then maybe it is time to re-evaluate whether this relaxation is actually needed anymore?

4 Is inband CMR faster than RTCP-APP-CMR?
In [1], it is claimed that:
The AMR RTP payload based CMR is can be sent in every AMR payload PDU and thus every 20msec (unless several frames are combined).
This argument is often used to claim that inband CMR is faster than RTCP.

In [1], it is also claimed that:

The RTCP APP codec control CMR is subject to RTCP timing rules. With AVP, delays of about 5sec are typical, and even with AVPF early feedback a longer delay than 20msec is typical.

4.1 Definition

First one need to define what one mean with “faster” in this context. The best definition is probably: How long time does it take from triggering the sending of an adaptation request, in the media receiver, until the adaptation request has been received, at the media sender.
There are two components that impact the transmission time:
· How long time does the adaptation request have to wait in the media receiver until it is transmitted?

· How long time does is the transmission time over the reverse channel?

4.2 Analysis
4.2.1 Inband CMR
Since the inband CMR is transmitted inside an RTP speech packet in the back channel, this means that the rate request cannot be transmitted until a speech frame or SID frame is available. This means:

· During active speech, the delay is in the 0-20 ms range, assuming that the receiving and transmitting directions are uncorrelated, e.g. because of jitter in the receiving direction. The average waiting time during active speech therefore becomes 10 ms.

· During in-active speech, e.g. DTX periods, the delay is in the 0-160 ms range, given that SID frames are transmitted every 160 ms as is done for AMR and AMR-WB. The average waiting time during in-active speech therefore becomes 80 ms.

The total average then depends on the voice activity factor (VAF), which usually is assumed to be about 50%. With this VAF the channel activity factor becomes about 60%.
The total average waiting time then becomes: 0.6*10+0.4*80 = 38 ms.
If the frame length and/or the SID interval are longer than what is used for AMR/AMR-WB then the average waiting time will increase correspondingly.
The transmission time to send the inband CMR will be the same as for sending a VoIP packet. The transmission time will depend on system configuration, load and channel condition, which makes it hard to determine an average value. For simplicity, let’s assume that the transmission time for inband CMR is Ttx_i.

The total delay then becomes Ttx_i + 38 ms.
It should however be noted that the voice activity factor can differ a lot between different cultures. In some cultures, there is often speech only in one direction, and the other direction is typically silent, i.e. sends only SID frames. In other cultures, however, it happens very often that there is almost full speech activity in both directions. The voice activity factor also depends a lot on what activity the users are involved in when communicating. For normal point-to-point conversations, one can assume that the VAF will be approximately in the order of what is used above. However, if the users are calling in to, for example, a 3GPP/SA4 conference call, then most of the users will be inactive most of the time and their phones will therefore just send SID frames, especially when the “hand-raising tool” is used.

This means that the waiting time can vary hugely depending on use case.

4.2.2 RTCP-APP-CMR with AVP

With the legacy AVP RTP profile, the RTCP-APP-CMR has to be transmitted together in a compound RTCP packet, which has to include at least:

· An RTCP Sender Report packet (or a RTCP Receiver Report packet); and:

· An RTCP SDES packet, which includes at lest the CNAME, typically the e-mail address.

If APP RTCP packets are transmitted then these will have to be transmitted with, at least, one RTCP SR (or RR) packet and an RTCP SDES packet.

The receiver then calculates an average RTCP transmission interval based on the RTCP bandwidth that the sender has offered in the SDP. The SDP examples in TS 26.114, [2] suggest using 2 kbps RTCP bandwidth for speech, which is slightly more than 5% for AMR encoded speech and slightly less than 5% for AMR-WB encoded speech.

The usable RTCP bandwidth further depends on how the bandwidth is divided between “active senders” and “in-active senders” using the b=RS and b= RR bandwidth attributes defined in RFC 3556, [4]. In the SDP examples in TS 26.114, these bandwidth attributes are defined such that active senders and in-active senders are treated equally. This means that, for point-to-point sessions, the receiver can use the whole RTCP bandwidth, regardless of whether it is currently an active or in-active sender.
The average RTCP transmission interval then further depends on the size of the RTCP packets, which is described in Table 2 and Table 3 above. In the table below, these packet sizes have been used to calculate the average RTCP transmission intervals for different combinations of compound RTCP packets and with and without RoHC.
As there is currently no RoHC profile for compressing RTCP, it is here assumed that the compressor will fall-back to compressing only the IP and UDP headers. It is here assumed that the IP and UDP headers will be compressed to 3 bytes.

Table 4.
Average RTCP transmission interval for different compound RTCP packets, with and without APP, and also with and without RoHC.

	RTCP packet type
	Packet size

SR + SDES
no RoHC
[bytes]
	Packet size
SR + SDES + APP
no RoHC
[bytes]
	Packet size
SR + SDES
RoHC
[bytes]
	Packet size
SR + SDES + APP
RoHC
[bytes]

	Size
	118 bytes
	134 bytes
	93 bytes
	109 bytes

	Number of RTCP packets per second assuming 2 kbps RTCP bandwidth
	~2.1
	~1.9
	~2.7
	~2.3

	Average RTCP transmission interval
	472 ms
	536 ms
	372 ms
	436 ms


The transmission time for compound RTCP packets is hard to estimate, but it can be expected to be a little longer than for the RTP packets containing speech. This is because the RTCP packets are a larger than the RTP packets, and it can be assumed that larger packets typically need more re-transmissions on systems like LTE and HSPA.

Due to the very fast re-transmissions in LTE, in the order of 8 ms (depending on how many HARQ processes that the eNodeB is configured to use), it can still be expected that the extra transmission time needed for RTCP packets will not be longer than the extra waiting time for RTP packets shown in Section 4.2.1.

4.2.3 RTCP-APP-CMR with AVPF but without Reduced-Size RTCP

One of the main advantages with AVPF is that it allows for sending one RTCP feedback packet without waiting a whole RTCP transmission interval. RFC 4585, [5], do define two modes for the feedback, “immediate mode” and “early mode”, which impacts how the first RTCP packet can be transmitted.

· Immediate mode is used then the allocated RTCP bandwidth is sufficient to allow every receiver to report on the discovered transmission problem. In this mode, the first RTCP feedback packet can be sent immediately, and the waiting time is therefore 0 ms.

· Early mode is used when there is not enough RTCP bandwidth to allow every receiver to send feedback messages. In this case, the receiver has to wait a short random time.
TS 26.114 recommend using early mode. However, for point-to-point sessions, there is no difference between immediate mode and early mode. Hence, the waiting time for the first RTCP feedback packet is 0 ms.

The transmission times for the RTCP packets, when using AVPF (without Reduced-Size RTCP), will however be the same as described in Section 4.2.2 above.
One drawback with AVPF is however that the media receiver has to wait for two normal RTCP transmission intervals before the next RTCP packet is transmitted, which also has to be a compound RTCP packet. Hence, sending several feedback messages will increase the waiting time for the second feedback message, but it will still be far shorter than the claimed “delays of about 5sec are typical”.
4.2.4 RTCP-APP-CMR with AVPF and Reduced-Size RTCP

With Reduced-Size RTCP, the size of the RTCP APP packet is significantly reduced since the Sender Report and SDES-CNAME RTCP packets are not included.
Table 5.
Average RTCP transmission interval for RTCP APP packets, with and without RoHC.

	RTCP packet type
	APP

no RoHC
[bytes]
	APP
RoHC
[bytes]

	Total
	52 bytes
	19 bytes

	Number of Reduced-Size RTCP packets per second assuming 2 kbps RTCP bandwidth
	~4.8
	~9.3

	Average RTCP transmission interval
	208 ms
	108 ms


Combining Reduced-Size RTCP with AVPF gives both the opportunity to send one RTCP feedback packet immediately and also to send frequent updates, if/when needed.

It should be especially noted that using Reduced-Size RTCP and RoHC means that such RTCP packets can be transmitted more frequently than the AMR SID frames.
4.2.5 Other aspects

TS 26.114 allows for using a frame aggregation of up to 4 non-redundant frames per packet. Using frame aggregation will further delay the CMRs during active speech, because the average waiting time increases, as shown in the table below.
Table 6.
Average waiting times for inband CMR depending on frame aggregation.

	Frame aggregation
	Average waiting time

	1 frame/packet
	[0-20 ms] ( average = 10 ms

	2 frames/packet
	[0-40 ms] ( average = 20 ms

	3 frames/packet
	[0-60 ms] ( average = 30 ms

	4 frames/packet
	[0-80 ms] ( average = 40 ms


As a comparison, frame aggregation has no impact at all on how RTCP packets are transmitted.

4.2.6 How fast does the “fast signaling” need to be?
A good rule-of-thumb is to only adapt once per round-trip-time, to allow the performance to stabilize for the new configuration.

The round-trip-time will vary depending on scenario, e.g. mobile-to-fixed; mobile-to-mobile; and combinations of LTE and HSPA. In [3], an example delay budget is given for HSPA, for a mobile-to-mobile scenario. Removing the speech encoding and decoding times, 35 ms and 5 ms respectively, one get the following RTP-level delays:

· Uplink delay: 30 – 120 ms.

· Downlink delay: 32 – 127 ms.

The RTP-level round-trip-time for HSPA can then be estimated to be from, in the best case, 2*(30+32) = 124 ms to, in the absolute worst case, 2*(120+127) = 494 ms. In reality, this absolute worst case will be experienced very rarely since it is quite unlikely that large jitter spikes occurs in both uplink and downlink for the same packet.

For LTE, RAN groups have discussed using 50 ms maximum transmission time for each air interface, although at least Ericsson has argued that allowing longer transmission times, e.g. up to 80 ms, would be beneficial from a capacity point-of-view. With these numbers, the upper bound of the round-trip-time for LTE, excluding speech encoding and decoding, for mobile-to-mobile scenarios becomes 200-320 ms.

4.3 Conclusion
To summarize, for point-to-point MTSI:

· RTCP with AVP can be expected to be slower than inband CMR.

· RTCP with AVPF can be expected to be about faster than inband CMR for the first feedback message for most scenarios. Subsequent feedback messages will however be slower.
· RTCP with AVPF and also with Reduced-Size RTCP can be expected to be faster than inband CMR for the first feedback message, even faster than inband CMR during active speech. Subsequent feedback messages will however be marginally slower, but still faster than inband CMRs sent during DTX periods.
5 Is inband CMR more robust than RTCP-APP-CMR?
In [1], it is claimed that:

The AMR RTP payload based CMR is repeated in every AMR PDU and thus much less vulnerable to packet loss.

5.1 Analysis
The packet losses for RTP and RTCP packets was extensively studied for HSPA and reported in [6] when Reduced-Size RTCP (=non-compound RTCP) was introduced. The results of this work are therefore only briefly discussed below.
5.1.1 Inband CMR
As inband CMRs are transmitted together with the speech frames in the RTP packets, then the error ratio for inband CMRs will be the same as for the speech. As can be seen in [6], the packet loss rate increases rapidly for the users with the worst channel conditions, i.e. those users that need the adaptation the most.
5.1.2 RTCP-APP-CMR with AVP

Due to the larger size of the RTCP packets, it can be assumed that RTCP-APP-CMR will have a larger loss rate than for the RTP packets. This is why TS 26.114 Annex C recommends that the media receiver, that sends the adaptation requests, should verify that the requested action has been received by the media sender. This is done by analyzing the received media. If it can be concluded that the adaptation request was not received properly then Annex C recommends re-sending the request.
5.1.3 RTCP-APP-CMR with AVPF but without Reduced-Size RTCP

Since AVPF uses compound RTCP packets then the results can be expected to be the same as for AVP, as described in Section 5.1.2.

5.1.4 RTCP-APP-CMR with AVPF and Reduced-Size RTCP

As shown in [6], reducing the size of the RTCP packets results in a great improvement. For example, Figures 4 of [6] shows that the loss rates for Reduced-Size RTCP is, overall, significantly lower than for RTP packets containing AMR122 encoded speech and about the same as for RTP packets containing AMR59 encoded speech.
5.2 Conclusion
To summarize, for point-to-point MTSI:

· RTCP with AVP and AVPF can be expected to have a higher loss rate than inband CMR.

· RTCP with Reduced-Size RTCP will have a lower loss rates than for inband CMR sent with AMR122 packets, and about the same loss rate as for AMR59 packets.

Hence, inband CMR might be more robust than RTCP, but Reduced-Size RTCP will experience lower loss rates. Also, using Reduced-Size RTCP allows for repeating the adaptation requests several times during a round-trip-period. Overall, it can be expected that APP packets sent with Reduced-Size RTCP will be well on par with inband CMR, at least for HSPA systems.

For LTE, it is the experience of the contributor that packet losses are very rare, in the order of 10-4 to 10-6, even for the UEs that have the worst performance. The capacity is instead limited by packet delays, which gives late losses. Late losses are frames that are dropped, in the jitter buffer, because they arrive too late to be useful for decoding. However, late losses have no impact on either the inband CMR or the RTCP packets, as no delay limits are applied for this type of information.

Hence, for LTE, compound RTCP, reduced-size RTCP and inband CMR will all work equally well.
6 Is inband CMR more bandwidth efficient than RTCP-APP-CMR?

In [1], it is claimed that:

The AMR RTP payload based CMR does not require any extra bandwidth.
6.1 Analysis

6.1.1 Inband CMR

With the bandwidth-efficient payload format, the inband CMR uses 4 bits per frame. This is equal to 200 bps, during active speech.
With the octet-aligned payload format, an additional 4 bits of padding is added to the CMR bits per frame. This is equal to 400 bps, during active speech.

In addition, these bit rates are used by every UE, even if the UEs don’t need to adapt.

6.1.2 RTCP-APP-CMR with AVP

A client following the RTCP timing rules will, in principle, use all the RTCP bandwidth that is allocated. For TS 26.114, this means 2 kbps, if the clients follow the SDP examples.
6.1.3 RTCP-APP-CMR with AVPF but without Reduced-Size RTCP

With AVPF, it is possible to suggest a minimum interval for the transmission of the normal compound RTCP packets (SR/RR and SDES). This is done with the “trr-int” parameter, and the SDP examples in TS 26.114 Annex A suggest setting this to 5 seconds.
With this, the bandwidth for normal RTCP packets (excluding those used for feedback) is 118 bytes (93 bytes with RoHC) every 5 second, i.e. 188.8 bps (148.8 bps with RoHC) for those UEs that do not need to adapt. This applies to all UEs.
When a UE needs to adapt then it can, of course, use up to the allocated RTCP bandwidth. For ECN, TS 26.114 also defines a waiting time after detecting congestion, and also a waiting time at every step in the up-switch after the congestion has been released. The default values for these are 5 second. With this, the actual bandwidth utilization is limited to 134 bytes (109 bytes with RoHC) every 5 second, i.e. 214.4 bps (174.4 bps with RoHC). The worst case is probably if the eNodeB marks a packet with ECN-CE immediately after the UE has increased the rate. In this case, the UE will send an immediate request to reduce the rate. This means that the bit rate used for RTCP increases to about twice the above number, i.e. 418.8 bps (348.8 bps with RoHC).
It should however be noted that this applies only to the UEs that need to adapt, and only when they need to adapt, and not for every UE. Hence:
The UEs that do not need to adapt will send <200 bps.

For ECN-triggered adaptation, an additional ~200-400 bps can be expected, provided that the UEs need to adapt continuously. This number can be 
UEs that need to adapt may send up to 2 kbps.

6.1.4 RTCP-APP-CMR with AVPF and Reduced-Size RTCP

Since the packet sizes for Reduced-Size RTCP are much smaller, compared to the compound RTCP packets, then the bit rates also become lower.
For the ECN case described above, a UE that needs to adapt will send 52 bytes (19 bytes with RoHC) for the adaptation requests. This corresponds to 83.2 bps (30.4 bps), if APP packets are sent every 5 second, in addition to the regular RTCP updates. This gives a bandwidth utilization for ECN-triggered adaptation, of about 80-160 bps (30-60 bps with RoHO).
6.2 Conclusion
The analysis shows that both compound RTCP with AVPF and Reduced-Size RTCP very well matches the low bandwidth claimed for inband CMR.
For AMR/AMR-WB, which has already allocated bits for CMR in the payload, the bandwidth for RTCP is, of course, in addition to the already used bandwidth for the inband CMR. However, the additional bandwidth is very low, <200 bps, if Reduced-Size RTCP is used, even less for those UEs that do not need to adapt.

For new payload formats, it can actually be claimed that RTCP-APP with Reduced-Size RTCP actually uses less bandwidth than inband CMR.

7 Unidirectional media
In [1], it is claimed that HOLD does not send media in either direction.

This is of course true. However, MMTel does support other types of unidirectional media. A few examples are:

· Any two-way session can, at any point in time, be changed into a one-way session. This is a basic SIP/SDP feature and it is not only HOLD that can use this.

· TS 26.114 also defines that multiple media components of the same media type can be used, see clause 6.3 of [2]. Annex A.11 describes when a one-way video stream is sent in parallel to an ongoing video-telephony session. It should however be clear that this possibility is not restricted to only sending video. The secondary media can be of any media type, e.g. sending a music file or sending previously recorded speech. This “secondary media” is often also one-way.

· A session may also use different media encoding in different directions, e.g. AMR in one direction and AMR-WB in the other direction, if one negotiate the use of two one-way media streams (two m= lines). In this case, inband CMR cannot be used. This may, for example, be the case when a user calls in to an online presentation, and hears high-quality audio (with EVS?) but sends his comments with, for example, AMR.
It may be true that these use cases are not very frequent in today’s world, but it can be expected that such more advanced session types will become more and more frequent in the future. Hence, only allowing inband CMR would be a serious mistake since it is not a future proof solution.
8 Overall conclusion and proposal
It should be clear from the benefits for inband CMR claimed in [1] are true only if they are compared with RTCP, as transmitted according to the ancient AVP profile (RTP/AVP).

With the modern AVPF profile, and especially when Reduced-Size RTCP is used, then the claimed benefits no longer holds, and it should be obvious that RTCP-APP is just as good as inband CMR, often actually better, even for point-to-point speech.
In fact, there are scenarios where inband CMR cannot be used and RTCP is the only option.
It is proposed to NOT dilute the use of RTCP-APP by using inband CMR instead of RTCP-APP-CMR. Inband CMR may be used as a fall-back mechanism, for those cases where RTCP is disabled or when it is detected that the remote client does not seem to recognize the RTCP-APP signaling, but this can be implementation specific solutions and does not need to be specified.
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