3GPP TSG-SA4#61
S4-100775
Barcelona, Spain, November 8 – 12, 2010

Source:

Telefon AB LM Ericsson, ST-Ericsson SA
Title:
RTCP usage with ECN
Document for:
Discussion and approval
Agenda Item:
8
1 Introduction
One of the remaining open issues for the ECSRA_LAA work item is to define how RTCP is to be used in combination with ECN, [1]. The latest Internet Draft for ECN for RTP/UDP, [2], has been analyzed and the findings are reported in this contribution.
The Internet Draft for ECN for RTP/UDP also describes sender-driven congestion control and receiver-driven congestion control. This has also been discussed over the IETF AVT e-mail reflector and there seems to be some confusion which needs to be clarified.
2 RTCP feedback messages
The Internet Draft for ECN for RTP/UDP, [2], defines two ECN feedback messages for use with RTCP:

· ECN feedback packet. This feedback is intended to inform the sender about detected congestion events. AVPF early mode or immediate mode, [3], is used to ensure fast feedback.

· ECN summary report block. The feedback is intended to give the sender regular updates and is mainly used to verify that ECN marked packets are properly transmitted end-to-end.

The information included in both these packets is the same, i.e. counters related to the ECN bits: CE counter; non-ECT counter; ECT(0) counter and ECT(1) counter.
The Internet Draft previously also included an ECN nonce report block, but this has been removed in the latest version since ECN Nonce has been removed.

3 RTCP usage with ECN within 3GPP MMTel networks
The typical ECN usage between two MTSI clients within the same networks is illustrated in Figure 1 below. For simplicity, the figure shows media transmission in only one direction and control information in the opposite direction. The other direction is analoguous.
For the rate adaptation, the receiver is responsible for requesting the rate that should be used for the media encoding. However, the sender is still responsible for the media that it sends and must therefore ensure that it follows:

· limitations that are defined in the SDP offer/answer negotiation, for example: max bit rate; min bit rate (if applicable); mode-change-period=2 (if applicable); and mode-change-neighbor (if applicable);

· feedback information from other sources, e.g. from gateways in the path;

· local information, for example: local conditions, such as processing capabilities and memory limitations; lower layer information, received via some cross-layer interface; etc.

The type of rate request that is sent depends on the type of media and what adaptation action that is needed. For speech, it is expected that the receiver sends RTCP_APP_CMR, but it may also choose to send RTCP_APP_REQ_AGG or RTCP_APP_REQ_RED, if applicable. For video, it is expected that the receiver sends TMMBR.
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Figure 1.
ECN usage in MTSI, receiver-driven congestion control.
In addition to the rate request, the receiver may also send other feedback information, for example RTCP Sender Reports and Receiver Reports. This may also influence the rate adaptation. However, this has been the case already since Release 7 when a receiving MTSI client could send both TMMBR and RTCP SR/RR to control the video rate adaptation.
If a failure in the ECN transmission is detected then either UE can send a SIP re-INVITE or SIP UPDATE with a new SDP offer to re-negotiate the session to not use ECN.
In this scenario, there is no direct requirement to send either ECN feedback packets or ECN summary reports, neither for rate adaptation nor for error handling. However, to be future-proof, it is beneficial if the MTSI client is at least capable of receiving these RTCP packets.

Both end-points use receiver-driven congestion control in this scenario. Thereby, there should be no confusion about what each end-point needs to do to ensure that the adaptation signaling works properly.

4 RTCP usage with ECN for speech inter-working between a 3GPP MTSI networks and a CS GERAN/UTRAN network

The typical ECN usage between one MTSI client and a CS GERAN or UTRAN UE is illustrated in Figure 2. This figure shows only media transmission from the MTSI client to the CS UE since this is the most interesting direction for the handling of the control information that is sent in the opposite direction.

A Media Gateway is used for the inter-working. It is further assumed that the MGW performs inter-working without transcoding so that the media is encoded end-to-end. If the media was transcoded in the MGW then the IP and CS access would be independent of each other and the MGW would work in the same way as a MTSI client in terminal, as shown in Section 3 above.
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Figure 2.
ECN usage when inter-working between MTSI and CS GERAN/UTRAN.
For the rate adaptation, the CS UE is expected to send rate requests, for example: inband CMR if the remote UE is a GERAN UE; Iu/Nb rate requests if the remote UE is a UTRAN UE. In either case, the MGW will need to translate the CMR or Iu/Nb rate requests before forwarding them to the MTSI client. Depending on the type of request from CS, this is expected to be done in one of the two following ways:
· A CMR from a GERAN UE is expected to be translated into an inband CMR in the RTP payload. This is because the GERAN UE sends up to 25 CMR per second, and using RTCP to forward these to the MTSI client is unreasonable.

· An Iu/Nb rate request from a UTRAN UE can also be translated into an inband CMR in the RTP payload. However, it may also be translated into an RTCP_APP_CMR message. This is because such rate requests are typically not aligned to any particular media transmission. The MGW may also choose to send RTCP_APP_REQ_AGG or RTCP_APP_REQ_RED, if applicable.
In addition to the rate requests coming from the CS UE, the MGW may also detect problems in the uplink from the MTSI client and may therefore also send its own rate requests to the MTSI client. In principle, the MGW could replace the rate request from CS and use the inband CMR in the RTP payload. However, it may also happen that the MGW sends an RTCP_APP_CMR message to the MTSI client.

This means that the sender needs to be prepared to receive rate requests both in form of inband CMR in the RTP payload and in form of RTCP_APP_CMR.
Similar to the above, the MGW may also send other feedback information, for example RTCP Sender Reports and Receiver Reports.

This means that the sender may receive different rate requests, and also other feedback information, and must be prepared to “combine” these into the rate that it will use. Similar to above, there may also be session setup configurations that need to be considered when deciding the rate.
Also in this scenario, there is no direct requirement to send either ECN feedback packets or ECN summary reports, but it could very well happen that either IP end-point sends other type of RTCP feedback.
Both end-points use receiver-driven congestion control also in this scenario. Thereby, there should be no confusion about what each end-point needs to do to ensure that the adaptation signaling works properly.

5 Inter-working with non-3GPP clients
When a session is set up between a MTSI client and a non-3GPP client it is possible to use a Media Gateway to ensure interoperability. This is already described for speech in TS 26.114. However, if both end-points support ECN in the same way then it could happen that the session is setup without using any Media Gateway. It is especially important to realize that the RTCP usage for ECN is not negotiated in the SDP offer/answer process.
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Figure 3.
ECN usage when inter-working with a non-3GPP client. The MTSI client uses receiver-driven congestion control but it is not known if the remote client uses receiver-driven or sender-driven congestion control.
This scenario can therefore be divided into three variants:
1. Different ECN usage. In this variant, an MGW must be used, either for the initiation method or for the ECT(0)/ECT(1) usage, or for both. This means that the MGW needs to e an “end-point” for the ECN usage, which should also include the rate adaptation and RTCP usage. Hence, the ECN usage in the 3GPP network is independent of the ECN usage in the remote network. This variant is actually quite similar to the case when inter-working with CS GERAN/UTRAN, as described in Section 4, and is therefore not discussed any further.
2. Same ECN usage when sending RTP media, same feedback. This variant is identical to the scenario where both clients are MTSI clients, and is therefore identical to what is described in Section 3. This variant is therefore also not discussed any further.
3. Same ECN usage when sending RTP media, different feedback. For this variant, it cannot be guaranteed that a Media Gateway will be used since that decision is based on the SDP offer/answer and the feedback usage is not negotiated. This variant is used for the discussion below.
In variant 3, it may happen that the remote client sends rate requests (CMR, TMMBR) as the MTSI client. It may also happen that the remote client sends ECN feedback packets and ECN summary reports. It may even happen that the remote client sends both rate requests and ECN feedback. In addition to this, it is quite likely that the remote client sends RTCP Sender Reports and RTCP Receiver Reports.
For video, the usage of TMMBR is negotiated in the SDP offer/answer process and it is therefore possible to know whether the remote end-point may use this type of signaling. However, this should only be seen as an indication that the remote client supports TMMBR. This is no guarantee that the remote client will use TMMBR for receiver-driven congestion control, nor is this any guarantee that the remote client will not send any other type of feedback.

This means that the MTSI client must be prepared to receive all these types of feedback and needs to “combine” them into the rate that it is going to use when transmitting media. Similar to all the other cases, the sender is also responsible for ensuring that the media is transmitted according to the limitations that are defined at session setup.
When the MTSI client sends feedback, in response to received media, it can do this in the same as if the remote client would be another MTSI client. However, there is no guarantee that the remote client responds to the feedback in the same way as another MTSI client. For example, a remote non-MTSI client may not understand RTCP_APP_CMR and may therefore choose to simply drop this RTCP packet.
The MTSI client therefore needs to verify if the rate request resulted in any change in the received media. If this is not the case then the MTSI client should fall-back to use regular RTCP reporting mechanisms, e.g. RTCP Sender Reports and Receiver Reports, ECN feedback packets and ECN summary reports.
In this scenario, it may happen that the remote end-point uses either sender-driven or receiver-driven congestion control. It may even happen that the remote-end-point uses a combination of sender-driven and receiver-driven congestion control. This may be regarded as “somewhat confusing”. However, in reality, this is no different compared to the case when the receiver uses a combination of RTCP Sender/Receiver Reports and TMMBR, which was possible already since MTSI in 3GPP Release 7.

To handle the situation, the MTSI client needs to be implemented to be “robust” to handle any combination of sender-driven congestion control and receiver-driven congestion control, including the case where both sender-driven and receiver-driven congestion control is used.
It should also be noted that it is always the sender that is responsible for ensuring that the media that it sends follows the rules agreed in the SDP offer/answer negotiation, even if receiver-driven congestion control is used. In fact, the terminology (“receiver-driven”) indicates that the receiver may “drive” the adaptation, but it does not have the final “control” over what the sender sends. It is always the sender that takes the final decision about what it sends.
This is quite analogous to the case when an adaptation algorithm in the receiver takes inputs from several “triggers”, e.g. ECN, packet losses and delay jitter. One trigger may indicate good performance while another trigger might indicate bad performance. The adaptation algorithm needs to combine these triggers and decide how to react. One way to do this is to take the minimum rate that is indicated by each trigger.

For the sender, a rate request from the receiver is “just another trigger” which should be considered when choosing what rate to use when sending media.

6 Conclusion and proposal
This contribution has discussed ECN usage for a few different scenarios, including both end-to-end IP usage and inter-working. Sender-driven congestion control vs. receiver-driven congestion control has also been discussed.
It is proposed that:
· An MTSI client should support all RTCP messages currently described in the Internet Draft for ECN for RTP/UDP.

· Sending these messages may be optional but the MTSI client should always accept receiving them.

· The MTSI client needs to be implemented in a robust way, to ensure that adaptation works regardless of whether the remote client uses sender-driven congestion control or receiver-driven congestion control.
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