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_____________________________
1. Introduction

This document describes the issues surrounding the near-term deployment of frame-compatible stereoscopic 3D video services and the longer-term deployment of higher quality services. In addition to the problem statement, it also includes the use cases and requirements to assist in identifying any currently unmet needs and deciding how to proceed with providing an appropriate solution.

2. Background

A number of video service operators (such as cable and satellite service providers) have started deploying stereoscopic 3D video service in a manner known as frame-compatible coding.

Frame-compatible coding refers to the delivery of stereoscopic 3D video in a manner such that each single decoded video frame actually contains two distinct views that have been spatially packed together – one to be displayed to the viewer's left eye and the other to be displayed to the viewer's right eye. This approach has the advantage of allowing stereoscopic 3D video to be decoded using an ordinary video decoder without requiring it to have any customization for the 3D application and without requiring it to have any additional processing capability. 

After each video frame is decoded, 3D-enabled receiving equipment can then appropriately rearrange the samples of the spatially packed decoded frame for display on a stereoscopic 3D display. Two examples of such a spatial packing approach are the "Side-by-Side" and "Over-Under" arrangements, using horizontal and vertical sampling respectively, which are illustrated in Figures 1 and 2 below.
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Figure 1. Horizontal "Side-by-Side" packing arrangement for the delivery of stereoscopic material 


[image: image2]
Figure 2. Vertical "Over-Under" packing arrangement for the delivery of stereoscopic material
Because both views in a frame-compatible encoding have been spatially packed into a single encoded frame, each decoded view has a substantially reduced resolution relative to the video resolution of the entire coded frame. For example, each view in the Side-by-Side approach has half horizontal resolution and each view in the Over-Under approach has half vertical resolution). However, the frame-compatible encoding approach reduces the difficulty of deployment of stereoscopic 3D video by avoiding the need for a higher-capability video decoder.  In addition, frame-compatible encoding allows the program distributor to maintain the current linear delivery infrastructure and workflows.

3. The AVC frame packing arrangement SEI message

The current plans for frame-compatible encoding typically involve encoding the video according to the AVC standard (ITU-T Rec. H.264 | ISO/IEC 14496-10). Moreover, they also typically involve the use of the feature of this standard that is known as the frame packing arrangement SEI message.

The frame packing arrangement SEI
 message provides a way to indicate that the video bitstream contains a frame-compatible encoding of stereoscopic 3D video. It also includes an indication of the type of spatial packing that is used for the frame‑compatible encoding (e.g., whether the packing arrangement uses Side-by-Side, Over-Under, or one of various other specified approaches).

4. Scalable resolution enhancement of MPEG frame-compatible (MFC) signals
In the longer term, it is clearly desirable to provide higher resolution video services than what is provided by the frame-compatible approach alone.

However, it is important to determine the appropriate relationship between the near-term deployments based on the frame-compatible approach and the later deployment of higher quality stereoscopic 3D video service.

It is anticipated to be necessary to continue to provide services for the receiving equipment that have been deployed using the frame-compatible approach while also providing higher quality stereoscopic 3D video service at a later date when that becomes more feasible. Enhancement of frame compatible signals provides the service provider with the flexibility of migrating to a higher resolution service in the future when it makes economical sense while avoiding the deployment of systems in the near term that would become incompatible legacy equipment when that future time arrives.
If the higher quality and frame-compatible services use completely separate encoding, the resulting total bit rate to be delivered over the transmission channel could be excessive. To reduce the necessary bit rate, it may be desirable to design the encoding structure to use a scalable encoding approach – also referred to as a layered encoding approach. In such a system design, there would be a frame-compatible video bitstream that can be decoded by a legacy decoder, plus some additional data stream that is used to enhance the delivered video quality beyond what is provided by the frame-compatible encoding.  In this design, the frame-compatible encoding is referred to as the base layer data, and the additional data stream is structured into one or more enhancement layers. We can refer to such a scheme as scalable resolution enhancement of MPEG frame-compatible (MFC).
In addition to providing a way to help manage the legacy device issue, using a MFC approach could have other potential advantages as well. For example:

· The frame-compatible base layer can be extracted and stored or forwarded to another destination as a more compact representation of the stereo video. For example, the enhancement layer could be discarded when storing the video on a DVR or could be stored but later discarded to free up storage space while still enabling later viewing using the base layer.

· The frame-compatible base layer would require less computational resources to decode, so it could be used to provide service to receivers that have less processing capability or to receivers that are operating in a mode that is optimized for lower power consumption.

· The quality difference between the two representations could hypothetically be used to provide tiered service quality.

· The bit rate difference between the bit rate of the base layer and the bit rate of the enhancement layer could be used to enable adaptation for the delivery of the stereo video content at different (or varying) bit rates.

5. Problem statement

The questions that are posed by consideration of this application scenario are as follows:

· What is the best approach to manage the near-term deployments based on frame-compatible encoding and the later deployment of higher quality stereoscopic 3D video service? – and

· What standardization action (if any) is needed by MPEG to rapidly enable industry adoption of this approach?

If it is determined that an SREFS encoding approach is needed, it may be possible to use the existing AVC specification
. It may also be possible to standardize a relatively minor modification of what has already been standardized to provide something better – for example, by defining a new profile of SVC or designing some straightforward combination of elements of the existing standard SVC and MVC designs. It may also be possible to design something that works even better for the application in a way that requires more substantially different technology.
MPEG is therefore studying the feasibility of having a solution that is better (e.g. in coding efficiency, complexity etc.) than what is currently available in the AVC standard for such stereoscopic 3D video services.

Given sufficient evidence, support and documentation showing a need for standardization action, MPEG may undertake such action to rapidly provide the solution. The foreseen requirements for application usage of the SREFS encoding approach are reviewed in the next section.
6. Application environments

The application environments foreseen for the use of the MFC encoding approach are those that will initially deploy stereo video services using frame-compatible encoding. This particularly includes:

· Broadcast video services (cable, satellite, terrestrial tower-based, etc.) and

· Internet streaming.
7. Requirements
7.1
Picture formats

The video coding format shall be capable of supporting a set of rectangular picture formats that will include all commonly used picture formats. However, the focus of the initial study and testing will be on 720p60, 720p50, 1080p24, 1080i60, 1080i50, 1080p60, 1080p50 resolution in the enhancement layer.

Stereo view (i.e., two view) support is required. Support of more than two views is not required.
7.2
Colour spaces and colour sampling

The following colour spaces and sampling structures shall be supported:
· Y, Cb, Cr colour spaces (including at least the colour spaces corresponding to matrix_coefficients values 1 and 4..8 in AVC).

· 4:2:0 colour sampling.

· 8 bits per sample per decoded colour component (Y, Cb, Cr).

7.3
Scanning methods

The video coding format shall support the encoding of both progressive-scan and interlace-scan source material with adequate compression capability (e.g., in relation to the AVC High profile).

7.4
Compression performance

In order for new video coding format standardization action to be undertaken, it is required to be feasible for a new design to provide a substantial bit rate savings relative to the use of the current AVC standard as it exists (e.g., relative to separate "single layer" AVC High profile encoding of a frame-compatible base layer and an enhanced-resolution layer with comparable visual quality, or relative to application of the current Scalable High profile for spatial scalability enhancement of a frame-compatible base layer with comparable visual quality). Such a bit rate savings must be sufficient to justify any additional burden for implementation in terms of computation, memory, implementation difficulty, etc. The quality level at which this requirement applies must be representative of the quality level expected to be used in the anticipated application environment.

Compression performance testing will be done for enhanced resolution video in the quality range that is commonly used in digital TV. The base layer will also have the quality that is commonly used in digital TV.
The new codec shall not introduce significant degradation, e.g. aliasing, in the existing frame-compatible services or products. The base + enhancement layer shall produce full HD resolution without introducing significant degradations, like aliasing, in decoded video sequences.
7.5
Still pictures

The ability to hold a single base layer or resolution-enhanced stereo-view frame (still picture) on the display for arbitrary periods shall be supported.
7.6 Compatibility

The base layer shall be decodable by an AVC High profile decoder. The base layer shall support the Side-by-Side and Over-Under stereo spatial packing interpretations (whichever is selected by the encoder).

7.7
Random access, “trick modes”, and embedded information

Random access to any temporal portion of a stored video stream shall be possible at locations determined by the encoder (to a degree similar to current support of these functionalities in AVC).

Pause, fast forward, normal speed reverse, and fast reverse access to a stored video bitstream shall be possible (to a degree similar to current support of these functionalities in AVC).

7.8 
Scalability

A base layer shall be supported that can be decoded by an AVC High profile decoder.

The base layer shall support the Side-by-Side and Over-Under stereo spatial packing interpretations (whichever is selected by the encoder).
One or more enhancement layers shall be supported that enable the decoding of stereo views with substantially higher resolution and visual quality relative to the base layer.

Except for 1080p60/50 enhancement, the fully-reconstructed enhanced video output will have the same picture format per view as what is used for the two views together in the frame-compatible base layer. For 1080p60/50 enhancement per view, the enhanced video output can have frame-compatible 1080i60/50 as its base layer.

7.9 
Bit rates

The maximum bit rate that a decoder is required to parse shall be specified by a Level definition.

7.10 
Profiles and Levels

The needs of various applications in terms of decoder requirements for support computation, memory, etc., shall be addressed by a specification of Profile and Level conformance points.

Each Profile shall specify which algorithmic tools are required for conformance to that Profile.

7.11
Buffer models

A buffer model, including a hypothetical reference decoder (HRD), shall be specified.

7.12 
Latency modes

The latency between the beginning of the decoding of the bitstream and the output of decoded resolution-enhanced stereo view pictures for display shall be controllable by the encoder and shall not be substantially greater than for AVC.

It shall be feasible to encode resolution-enhanced stereo-view video without a substantially greater delay than for AVC.
7.13
Interface to system layers

The video coding format shall permit efficient adaptation and integration with a variety of system and delivery layers, including MPEG-2 Systems, the ISO base media file format, HTTP streaming, and other systems TBD.
______________
� SEI is an acronym for supplemental enhancement information.


� In this document, AVC refers to the entire current AVC standard (ITU-T Rec. H.264 | ISO/IEC 14496-10), inclusive of its SVC and MVC extensions, SEI, VUI, etc.
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