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3
Abbreviations

3.1
Abbreviations

For the purposes of the present document, the following abbreviations apply:

AMR-NB (or AMR)
Adaptive Multi-Rate Narrowband Speech Codec

AMR-WB
Adaptive Multi-Rate Wideband Speech Codec

ANOVA
Analysis of Variance


ASY
ASYmmetric conditions

BLER
Block Error Rate
CDF
Cumulative Distribution Function

CMR
Codec Mode Request

COND
Test CONDitions

CN
Core Network

CRC
Cyclic Redundancy Check 

DCH
Dedicated Channel
DL
Downlink
DMOS
Degradation Mean Opinion Score

DPCH
Dedicated Physical Channel

DTCH

Dedicated Traffic  Channel
Eb/No
Ratio of energy per modulating bit to the noise spectral density
EID
Error Insertion Device
FER
Frame Erasure Rate, Frame Error Rate
GAL
Global Analysis Laboratory

GQ
Global Quality (of the conversation)
HSDPA/EUL
High Speed Downlink Packet Access/Enhanced UpLink
IA
InterAction (with your partner)

IP
Internet Protocol

ITU-T
International Telecommunication Union - Telecommunications Standardization Sector 

JBM
Jitter Buffer Management

LAB
Listening LABoratory

MAC
Medium access control

MANOVA
Multivariate Analysis of Variance


Log-MAP
Logarithmic Maximum A Posteriori
MOS
Mean Opinion Score

NB
Narrowband

PC
PerCeption of impairments (also: Personal Computer)

PDCP
Packet Data Convergence Protocol

PDU
Protocol Data Unit

Pa
Sound Pressure Level  (in Pascal)

PL
Packet Loss

plc
Packet Loss Concealment

RC
Radio Conditions

PS
Packet Switched

RB
Radio Bearer

RAB
Radio Access Bearer

RCV

Receive
RLC
Radio Link Control

ROHC
Robust Header Compression

RRM
Radio Resource Management
RTCP
Real-Time Control Protocol

RTP
Real-time Transport Protocol

SYM
SYMmetric conditions

TB size
Transport Block size

TF
Transport Format
ToC
Table of Content

TrCH
Transmission Channel

TTI
Transmission Time Interval

UDP
User Datagram Protocol

UE
User Equipment

UL
Uplink

UM
Unacknowledged Mode

UMD
Unacknowledged Mode Data

US
difficulty UnderStanding (your partner)

VOIP
Voice over IP

VQ
Voice Quality (of your partner)

WB
Wideband

XMIT
Transmit

4
General
Overview

4.1
Introduction

The performance of default speech codecs (AMR-NB and AMR-WB) for packet switched conversational multimedia  [12, 19] was characterised over DCH channels and over HSDPA/EUL radio channels. 
The testing over DCH channels was carried out from October 2003 until February 2004. Further subjective testing was carried out from June until October 2007 in order to characterize the performance over HSDPA/EUL radio channels. The main purpose of the latter testing was to evaluate and verify adequate performance of the AMR-NB and AMR-WB speech codecs used as defined in IMS Multimedia Telephony TS 26.114 [19] with a specific focus on jitter buffer management.
4.2
Tests over DCH radio channels
The tests over DCH channels were separated into two phases: Phase 1 considered the default speech codecs AMR-NB [13] and AMR-WB [14] in various operating conditions. Phase 2 considered also several other codecs including ITU-T codecs G.723.1 [5], G.729 [4], G.722 [6] and G.711 [3]. 
In Phase 1, France Telecom R&D acted as host laboratory. The subjective testing laboratories were ARCON for the North American English language, France Telecom R&D for the French language and NTT-AT for the Japanese language. Phase 1 tests consisted of 24 test conditions both for the AMR codec (modes 6.7 and 12.2 kbit/s) and the AMR-WB codec (modes 12.65 and 15.85 kbit/s) with error conditions covering both IP packet loss of 0% and 3% and radio conditions with 10–2, 10–3 and 5 10-4 BLER (Block Error Rate). End-to-end delays of 300 and 500 ms were covered. Robust Header Compression (ROHC), an optional UMTS functionality, was included for some test cases for AMR-WB. Three types of background noise were used: car, street and cafeteria. 

In Phase 2, France Telecom R&D acted as host and listening laboratory. Two languages were used (French and Arabic). The following codecs were tested: AMR-NB (modes 6.7 and 12.2 kbit/s), AMR-WB (modes 12.65 and 15.85 kbit/s), ITU-T G.723.1 (mode 6.4 kbit/s), ITU-T G.729 (mode 8 kbit/s), ITU-T G.722 (mode 64 kbit/s) and ITU-T G.711 (64 kbit/s). Transmission error conditions covered IP packet loss of 0% and 3%.

Siemens provided the real time air interface simulator for the Phase 1. France Telecom provided the IP core network simulator and terminal simulator used in both experiments Phase 1 and Phase 2. IPv6 was employed in the testing. (IPv6 is fully simulated over the radio interface. The CN simulator employs IPv4 but since the only impact is a marginal difference in the end-to-end delay  - of the order of ~16 ìs - the use of a particular IP-version in CN part has no impact on the performance results.)

These tests were the first ever conversational tests conducted in any standardization body. Performance evaluation consisted of assessment of 5 aspects: 1) voice quality, 2) difficulty of understanding words, 3) quality of interaction, 4) degree of impairments, and 5) global communication quality. A 5-category rating scale was used for each aspect.
Dynastat performed the global analysis for Phases 1 and 2. The results are contained in Clause 7. 
4.3
Tests over HSDPA/EUL radio channels

These listening-only tests characterized the performance of AMR-NB and AMR-WB speech codecs over HSDPA/EUL channels when conducting buffer adaptation to the network delay variations using a simple jitter buffer management (JBM) algorithm. The tests focused on the effect of channel errors and channel jitter to speech quality instead of the impact of overall end-to-end delay in speech conversation. The end-to-end delay impact was considered separately by conducting a delay analysis on the whole processed test material.
The subjective listening-only tests were conducted in Finnish and Swedish languages at Nokia and Ericsson, respectively. The tests consisted of eight different channel conditions in clean speech and in background noise conditions. AMR-NB was tested in 12.2 and 5.9 kbit/s modes, and AMR-WB at 12.65 kbit/s. The outstanding issue was to evaluate the performance of adaptive JBM operation in HSDPA/EUL channel conditions. The applied adaptive jitter buffer was a simple implementation conducting buffer adaptation mainly during discontinuous transmission, i.e. speech pauses, and not using any time scaling operation. A non-implementable fixed jitter buffer with the full a priori knowledge on the channel characteristics was used as a reference. Although the average end-to-end delays of both adaptive and fixed jitter buffers were the same, the number and locations of jitter buffer induced frame losses were different depending on the channel conditions.
The conversation tests where conducted at France Telecom R&D in French language, at Beijing Institute of Technology (BIT) in Chinese language and at Dynastat in North American English. The global analysis was performed by Dynastat. The tests consisted of eight different channel conditions, each tested in two background noise conditions, resulting in sixteen combinations of channel and background noise conditions. AMR-NB was tested in 12.2 and 5.9 kbit/s modes, and AMR-WB at 12.65 kbit/s. The detailed test plan and the description of the test bed used for the conversational experiments can be found in Annex L.
The results are contained in Clause 8.
-------------- End change 1 --------------
-------------- Start change 2 --------------
7
Analysis of test results for DCH channels for Phase 1 and 2
This section presents the Global Analysis of the results. The analysis work was performed by Dynastat in its function as the Global Analysis Laboratory (GAL). Annex G presents the GAL Test Plan for characterizing the results of the conversation tests. (Detailed test plans are given in Annexes D and  E for Phase 1 and in Annex F for Phase 2).

It should be noted that this is the first instance in any standardisation body of conversation tests being used to characterize the performance of standardized speech codecs, and the first instance of codecs in 3GPP being characterized for packet-switched networks. Moreover, the analyses reported in this document represent a new approach to evaluating the results of conversation tests.

-------------- End change 2 --------------
-------------- Start change 3 --------------
8
Performance characterisation of VoIMS over HSDPA/EUL channels
8.A
Listening only tests
8.A.1
Test methodology for listening only tests

The HSPDA/EUL listening only characterisation tests were conducted by two listening test laboratories (Nokia and Ericsson). Tested languages were Finnish and Swedish.

The tested speech codecs were:

-
Adaptive Multi-Rate narrowband (AMR-NB), in modes 12.2 kbit/s and 5.9 kbit/s,

-
Adaptive Multi-Rate wideband (AMR-WB), in mode 12.65 kbit/s.

The tested jitter buffer implementations were:

-
Fixed reference jitter buffer (as a reference),

-
Adaptive jitter buffer compliant with the functional and performance requirements in TS 26.114.

Subjective quality score and delay were used as metrics to evaluate the results. The test was designed based on P.800.Sec.6.2.
8.A.2
Test arrangement

The subjective tests evaluated the impact of the HSDPA/EUL radio channel conditions on the speech quality especially when the channel is subject to packet losses and jitter. The test items were processed using an error insertion device (EID) introducing jitter and packet losses into simulated RTP packet stream. The performance of AMR-NB and AMR-WB was evaluated with adaptive jitter buffer management (JBM). Description of the processing of speech material is found in Annex J.

8.A.3
Jitter buffer implementations

Two different jitter buffer implementations were used in the tests; a fixed JBM and an adaptive JBM. Both are briefly described in the following subsections.

8.A.3.1
Fixed JBM

The fixed jitter buffer – i.e. a buffer that does not change the end-to-end delay during a session – used in the tests was only used together with the tested codecs as a reference condition. The buffer was not conducting any buffer adaptation at all. The role of the fixed JBM reference condition was to show the performance of a fixed JBM, which was tuned to give the (fixed) end-to-end delay equal to the average end-to-end delay of the adaptive JBM in the same channel condition. This was done by setting the initial buffering delay in a value resulting in the desired end-to-end delay for each channel condition separately. The initial buffer delay for the fixed jitter buffer was thus set having the full a priori knowledge of the behaviour of the transmission channel over the whole session and the transmission delay of the first incoming packet. Such an approach can not be used in real-life implementations where both the (future) channel behaviour and the delay of the first received packet are not known by the receiver. Hence, the fixed JBM was non-causal and thus impossible to use in a real-life implementation. Furthermore, due to its nature of non-adaptivity, it does not pass the minimum performance requirements for JBM schemes set in 3GPP TS 26.114 [19]. 
8.A.3.2
Adaptive JBM

As opposed to the fixed JBM, an adaptive JBM may change the end-to-end delay during a session with the aim to optmise the trade-off between buffering delay and buffer induced frame lossess. The adaptive jitter buffer management algorithm used in the listening only tests was a simple algorithm conducting buffer adaptation mainly during inactive speech without any time scale modifications with the option to adapt during active speech only to avoid excessive frame losses. Thus, the adaptation was mainly based on insertion and removal of comfort noise frames. Note, however, that to avoid excessive losses the adaptation may also have taken place during active speech if a sudden increase in transmission delay was detected. The algorithm met both the functional requirements and the minimum performance requirements set in 3GPP TS 26.114. The outline of the operation of this adaptive JBM is described in Annex I of this document. Contrary to the fixed JBM described in the previous section, this JBM could be used in real-life implementations and provides performance according to the test results presented in the following sections in this report. 

8.A.4
Network conditions
The network conditions used when the test material was processed were divided into eight different channels. The conditions were characterized by low mobility, high mobility, low traffic (LT) and high traffic (HT) in the uplink and downlink respectively. All conditions were presented as channel profiles were the transmission end-to-end delay and link losses could be extracted for test file processing.

The following radio network condition definitions were used.
Table 39: Definition of Radio Network Conditions 

	Condition Name
	Network Load:

40/45/60 per cell
	Network Load:

80/100 per cell

	DL: 

PedB3_km+PedA3_km
	DL-LT
	DL-HT

	DL:

VehA30km+Veh120km+PedB30km
	DH-LT
	DH-HT

	UL: 

PedB3_km+PedA3_km
	UL

	UL:

VehA30km+Veh120km+PedB30km 
	UH


Based on the radio network conditions in the table above, eight different channels were constructed. These network conditions were composed into channel conditions for the listening tests in the following way.

Table 40: Definition of Radio Network Channels conditions 

	Channel
	Radio Network Condition

	Ch1
	DL-LT-UL

	Ch2
	DL-LT-UH

	Ch3
	DL-HT-UL

	Ch4
	DL-HT-UH

	Ch5
	DH-LT-UL

	Ch6
	DH-LT-UH

	Ch7
	DH-HT-UL

	Ch8
	DH-HT-UH


The radio networks conditions were simulated using HSDPA in the downlink and EUL in the uplink. The actual configurations of the radio network simulators can be found in Annex K. The 8 resulting channels all showed a 1% link loss and delay variations in the range of 30-300 msec. The delay profiles of the conditions are shown together with the adaptive JBM buffering in section 8.7 in this report.
8.A.5

Listening experiments

Tables from 41 to 46 provide a summary of the listening-only test conditions, and the full test plan is provided in Annex H.
Table 41: Noise types for listening only test

	Noise type
	Level (dBSNR)

	Clean
	-

	Car
	15 dB

	Cafeteria
	20 dB


Table 42: Test details for listening only 

	Listening Level
	1
	79 dBSPL

	Reference Conditions (narrowband)
	8
	MNRU 5, 13, 21, 29, 37 dB, direct, clean 5.9 kbit/s, clean 12.2 kbit/s

	Reference Conditions (wideband)
	8
	MNRU 5, 13, 21, 29, 37, 45 dB, direct, clean 12.65 kbit/s

	Test Conditions
	2
	Fixed buffer (buffer size set to the average of adaptive JBM in the same network condition), adaptive JBM

	Listeners
	32
	Naïve Listeners

	Groups
	4
	8  subjects/group

	Rating Scales
	1
	 P.800.2  ACR (clean condition), DCR (background noise)

	Languages
	2
	Finnish and Swedish

	Listening System
	1
	Monaural headset audio bandwidth 3.4kHz (narrowband) 7.0 kHz (wideband). The other ear is open.

	Listening Environment
	
	Room Noise: Hoth Spectrum at 30dBA (as defined by ITU-T Recommendation P.800: Annex A, section A.1.1.2.2.1 )

	Number of Talkers
	8
	4 males, 4 females

	Number of Samples/Talker
	5
	4 for the test, 1 for the preliminary items


AMR and AMR-WB codecs were tested in both clean and background noise in various channel conditions. 

Table 43: Test conditions for listening-only tests with AMR-NB 

	Cond.
	Noise Type
	 Frame Loss Rate
	Channel
	AMR-Modes  (fixed  RTP delay)

	1-1
	Clean
	0.01
	Ch1
	5.9kbit/s (150 ms)

	1-2
	Clean
	0.01
	Ch2
	5.9kbit/s (150 ms)

	1-3
	Clean
	0.01
	Ch3
	12.2kbit/s (150 ms)

	1-4
	Clean
	0.01
	Ch4
	12.2kbit/s (150 ms)


Table 44: Test conditions for listening-only tests with AMR-NB in background noise 

	Cond.
	Noise Type
	 Frame Loss Rate
	Channel
	AMR-Modes  (fixed  RTP delay)

	2-1
	Car
	0.01
	Ch5
	5.9kbit/s (150 ms)

	2-2
	Cafeteria
	0.01
	Ch6
	5.9kbit/s (150 ms)

	2-3
	Car
	0.01
	Ch7
	12.2kbit/s (150 ms)

	2-4
	Cafeteria
	0.01
	Ch8
	12.2kbit/s (150 ms)


Table 45: Test conditions for listening-only tests with AMR-WB

	Cond.
	Noise Type
	 Frame Loss Rate
	Channel
	AMR-WB (fixed  RTP delay)

	3-1
	Clean
	0.01
	Ch1
	12.65 kbit/s (150 ms)

	3-2
	Clean
	0.01
	Ch2
	12.65 kbit/s (150 ms)

	3-3
	Clean
	0.01
	Ch3
	12.65 kbit/s (150 ms)

	3-4
	Clean
	0.01
	Ch4
	12.65 kbit/s (150 ms)


Table 46: Test conditions for listening-only tests with AMR-WB in background noise

	Cond.
	Noise Type
	 Frame Loss Rate
	Channel
	AMR-WB (fixed  RTP delay)

	4-1
	Car
	0.01
	Ch5
	12.65 kbit/s (150 ms)

	4-2
	Car
	0.01
	Ch6
	12.65 kbit/s (150 ms)

	4-3
	Cafeteria
	0.01
	Ch7
	12.65 kbit/s (150 ms)

	4-4
	Cafeteria
	0.01
	Ch8
	12.65 kbit/s (150 ms)


8.A.6

Test Results

Figures from 19 to 26 provide the listening-only test results. For each test condition the MOS/DMOS score with 95 % confidence intervals is shown.
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Figure 19: Experiment 1 (32 listeners, laboratory 1, Finnish)
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Figure 20: Experiment 1 (31 listeners, laboratory 2, Swedish)
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Figure 21: Experiment 2 (32 listeners, laboratory 1, Finnish)
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Figure 22: Experiment 2 (30 listeners, laboratory 2, Swedish)
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Figure 23: Experiment 3 (32 listeners, laboratory 1, Finnish)
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Figure 24: Experiment 3 (26 listeners, laboratory 2, Swedish)
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Figure 25: Experiment 4 (32 listeners, laboratory 1, Finnish)
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Figure 26: Experiment 4 (31 listeners, laboratory 2, Swedish)

8.A.7
Delay analysis

The delay analysis provided in Table 47 and Figures from 27 to 34 has only been done on channels 1 through 8 using AMR-NB with the adaptive JBM for the tests in laboratory 2 using the Swedish language. Including AMR-WB 12.65 in the analysis does not give any additional information since the patterns of voice activity is determined to be quite similar for both codecs. This is also true for including the Finnish language in the analysis. The voice activity for AMR-NB 5.9 and AMR-NB 12.2 is identical. The CDF curve is based on the JBM buffering time.
The average end-to-end delay figures in Table 47 indicate that the achieved delay performance is suitable for speech conversation. In addition, it can be noted that the error concealment operations caused by the JBM operation (i.e. frames dropped or inserted by the JBM e.g. due to late arrival or buffer under/overflow) are below 0.5% for all test cases restricting the media quality impact to be minor.
The adaptation principle of the tested JBM can be traced back when comparing average buffering times of all frame and speech frames. Since the adaptation is conducted mainly during inactive speech, i.e. during silence periods, the delay values are different. SID frames are forwarded for decoding typically immediately they arrive to the receiver, while the jitter buffer target delay is accumulated by delaying the playback of the first frame of speech burst.
Table 47: Delay analysis of adaptive JBM for AMR-NB 12.2 kbps operation

	 
	Condition
	 
	 
	 
	 
	 
	 
	 

	 
	Channel 1, clean
	Channel 2, clean
	Channel 3, clean
	Channel 4, clean
	Channel 5, car
	Channel 6, café
	Channel 7, car
	Channel 8, café

	Encoded frames
	16000
	16000
	16000
	16000
	16000
	16000
	16000
	16000

	Encoded speech frames
	8746
	8746
	8746
	8746
	8936
	9583
	8935
	9583

	Encoded SID frames
	1029
	1029
	1029
	1029
	983
	939
	981
	939

	Encoded NO_DATA frames
	6225
	6225
	6225
	6225
	6081
	5478
	6084
	5478

	Transmitted frames
	9775
	9775
	9775
	9775
	9919
	10522
	9916
	10522

	Received frames
	9635
	9636
	9621
	9622
	9820
	10417
	9820
	10410

	Received speech frames
	8623
	8621
	8604
	8619
	8846
	9484
	8849
	9479

	Received SID frames
	1012
	1015
	1017
	1003
	974
	933
	971
	931

	Lost frames
	140
	139
	154
	153
	99
	105
	96
	112

	Late frames
	6
	2
	39
	26
	23
	13
	40
	17

	Late speech frames
	6
	2
	37
	26
	23
	13
	39
	16

	Late loss rate (speech frames)
	0,07%
	0,02%
	0,43%
	0,30%
	0,26%
	0,14%
	0,44%
	0,17%

	Average buffering time (all frames) [msec]
	57,7237
	42,4383
	71,2345
	59,7803
	56,294
	39,0804
	70,4495
	56,7029

	Average buffering time (speech frames) [msec]
	62,1496
	45,7399
	77,0119
	64,4522
	60,5685
	41,5635
	76,0796
	60,3656

	Average end-to-end delay (all) [msec]
	98,4819
	74,6829
	127,074
	109,9885
	104,3152
	76,2146
	125,1083
	103,1506

	Average end-to-end delay (speech) [msec]
	103,0551
	77,9534
	132,6756
	114,6473
	108,6259
	78,7723
	130,4654
	106,5322

	Buffering time (fixed@startPos) [msec]
	85,0551
	57,9534
	96,6756
	66,6473
	46,6259
	46,7723
	64,4654
	68,5322
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Figure 27: Performance, adaptive JBM channel 1, clean. The delay spike at the end of the channel profile was 340 msec. The CDF curve is based on the JBM buffering time.
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Figure 28: Performance, adaptive JBM channel 2, clean. The delay spikes of the channel profile were 310, 320 and 300 msec respectively. The CDF curve is based on the JBM buffering time.
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Figure 29: Performance, adaptive JBM channel 3, clean. The delay spike of the channel profile was 320 msec. The CDF curve is based on the JBM buffering time.
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Figure 30: Performance, adaptive JBM channel 4, clean. The CDF curve is based on the JBM buffering time. [image: image13.png]Delay [msec]
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Figure 31: Performance, adaptive JBM channel 5, car. The CDF curve is based on the JBM buffering time.
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Figure 32: Performance, adaptive JBM channel 6, café. The CDF curve is based on the JBM buffering time.
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Figure 33: Performance, adaptive JBM channel 7, car. The CDF curve is based on the JBM buffering time.
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Figure 34: Performance, adaptive JBM channel 8, café. The CDF curve is based on the JBM buffering time.
8.A.8 Test conclusions

The listening only test results for HSDPA/EUL radio channels indicate that an adaptive JBM conforming to the MTSI performance requirements is able to provide consistent voice quality over varying transmission conditions. The test also showed that the performance of the JBM directly impacts the voice quality. 

Furthermore, the tested adaptive JBM provides equal or better  voice quality than the reference non-causal fixed JBM in all test cases. In test conditions where the channel delay showed small variations the adaptive JBM provided performance equal to the fixed reference JBM, while in the test conditions where the channel behaviour introduced larger delay variations the adaptive JBM outperformed the fixed reference JBM. Thus, the results indicate that an adaptive JBM is needed to cope with the large variations in channel delay.
-------------- End change 3 --------------
-------------- Start change 4 --------------
9
Conclusions

9.1
Tests over DCH radio channels

The results from conversational tests on DCH channels confirm that the default speech codecs (AMR-NB and AMR-WB) operate well for packet switched conversational multimedia applications over various realistic operating conditions (i.e. packet loss, delay, background noise, radio conditions and ROHC).

The quality is somewhat reduced when packet losses occur and the end-to-end delay is increased, but the overall quality still remains acceptable even with 3% packet loss rate in the terrestrial IP network and up to a maximum of 1% BLER on each radio leg. The results also indicate that users have clear preference for AMR-WB speech over AMR-NB speech.


9.2
Tests over HSDPA/EUL radio channels; listening only tests
The listening only test results for HSDPA/EUL radio channels indicate that an adaptive JBM conforming to the MTSI performance requirements is able to provide consistent voice quality over varying transmission conditions. The test also shows that the performance of the JBM directly impacts the voice quality. Furthermore, the test results indicate that an adaptive JBM is needed to cope with the large variations in channel delay.
9.3
Tests over HSDPA/EUL radio channels; conversation tests

Overall, the performance of AMR and AMR-WB for UMTS over HSDPA/EUL is robust under conditions of Traffic, Mobility, and Background noise evaluated in the conversation tests.
9.4
General consideration
The performance results can be used as guidance for network planning regarding the QoS parameters for VoIP.

-------------- End change 4 --------------
-------------- Start change 5 --------------
Annex I:
Illustrative scheme for jitter buffer management

This annex describes an illustrative example on jitter buffer management (JBM) solution. This illustrative example is described as pseudo code in Section I.1, and Section I.2 provides a performance analysis of one particular implementation according to the pseudo code.

I.1
Pseudo code

The pseudo code consists of two main parts:

1. Reception functionality, including the decapsulation of received RTP payload and storing the received speech frames into a buffer.
2. Decoding functionality, taking care of reading the frames from the buffer and providing a frame of decoded speech (or error concealment data) upon request.
To illustrate the relationship between these two functional parts in a simple way, the pseudo code is structured in a form of a simulation model in which a main loop handles the reception and decoding functionalities:
· The main loop models the time line – at each execution of this loop the simulated “wall clock time” is increased by one clock tick. Furthermore, the other two loops – reception loop and the decoding loop – are implemented inside the main loop.
· The reception loop is executed as many times as needed to process the new packets available at the packet input at/before current time.
· The decoding loop is executed as many times as needed to process all frames in the buffer scheduled for decoding at/before current time.
It is straightforward to implement the contents of the reception loop in function that is called each time a new RTP payload is received to provide the reception functionality. Similarly, the operations in the decoding loop can be implemented in a function that is called each time the audio device requests a new frame of speech to provide the decoding functionality. 
Table I.1 describes the variables used in the pseudo code. Note that in addition to variables introduced in the table, the pseudo code also uses the constant FRAME_DURATION to indicate a frame duration as number of RTP clock ticks (FRAME_DURATION  = 160 for AMR, FRAME_DURATION = 320 for AMR-WB). Furthermore, constants THR1 and THR2 are used to control the fine tuning of the onset frame buffering time.
Table I.1: Variables used in the pseudo code.

	Variable
	Purpose
	Description / usage

	current_time
	Current simulation time as clock ticks at RTP time stamp clock rate
	The current time is initialised to random value – indicated by “NOW” in the pseudo code. The value is increased by one at the each execution of the main loop to simulate the passing of time.

	rx_time
	Reception time of the current/next RTP packet (as clock ticks at RTP time stamp clock rate)
	The reception time is initialised to the same value as current_time. The value is updated each time a new packet is available in the packet input.

	dec_time
	Decoding time of the next frame (as clock ticks at RTP time stamp clock rate)
	The value is initialised by adding the value of desired buffering delay JBM_BUFFER_DELAY for the initial value of the current_time. This variable is updated after each decoded frame by increasing the value by number of RTP clock ticks corresponding to one frame (160 ticks for 8 kHz clock rate used for AMR, 320 ticks for 16 kHz clock rate used for AMR-WB).

	rtp_ts
	RTP timestamp of the current/next RTP packet (as clock ticks at RTP time stamp clock rate) 
	The value is updated each time a new input packet is captured

	frame_ts
	RTP timestamp of the current (received) frame (as clock ticks at RTP time stamp clock rate)
	The frame timestamp value is set/updated when parsing a packet (containing several frames)

	Next_ts
	RTP timestamp of the frame to be decoded next (as clock ticks at RTP time stamp clock rate)
	The variable is used both to request the next frame in decoding order from the buffer and to detect the frames that arrive late

	end_of_input
	Indication of input speech data status
	A status variable that is initialised to value FALSE – the value is set to TRUE when the end of the input packet file is encountered.

	buffer_occupancy
	Buffer fill level in number of frames
	A variable that is used to indicate buffering status – needed for detecting the end of the simulation and to detect buffer overflows.

	loss_burst_len
	Number of consecutive frames replaced by error concealment
	The value of this variable is increased each time the decoder needs to invoke the error concealment operation. In case the value exceeds a predetermined threshold JBF_LOSS_PERIOD_THR, the re-synchronisation operation is initiated by setting resync_flag to value 1. In case of normal decoding the value of loss_burst_len is set to zero.

	resync_flag
	Flag to indicate that a re-synchronisation is needed.
	See the description for the variable loss_burst_len above.

	onset_flag
	Indication that we are currently on the buffering time period before decoding the onset speech frame
	The value of this variable is set to one in the reception loop when an onset frame (i.e. the first speech frame after a non-speech period) is received. The decoding loop sets this value to zero when a requested frame from a buffer has been found and decoded.

	keep_frame_alignment
	Indication whether the decoding time of a speech onset frame must be aligned with the current frame structure or not – i.e. whether the decoding must take place at time T + n * 20 ms, where T is the decoding time of the first frame of the session and n is an integer number.
	Set to non-zero value to force keeping the original frame alignment at speech onsets, i.e. to force rounding the decoding time of the first frame of a talk spurt to occur at an integer multiple of 20 ms since the beginning of the session


/* INITIALISATION */

Read the first input frame, initialise variables based in received packet

/* NOTE that time is measured in speech samples at RTP clock rate – 8 kHz for AMR, 16 kHz for AMR-WB */

rx_time = current_time = NOW

next_ts = rtp_ts

/* Set the desired initial buffering delay */

dec_time = current_time + JBF_INITIAL_DELAY

end_of_input = FALSE

buffer_occupancy = 0

loss_burst_len = 0

resync_flag = 0

onset_flag = 0;

keep_frame_alingment = 1

/* MAIN LOOP */

WHILE  end_of_input == FALSE  OR  buffer_occupancy > 0

{

/* RECEPTION LOOP */

WHILE  end_of_input == FALSE  AND  rx_time <= current_time

{

/* Set RTP timestamp for the frame */

frame_ts = rtp_ts

/* Loop over all frames in the packet */

WHILE  more frames in this packet

{

/* Possible NO_DATA frames are discarded */

IF  frame_type != NO_DATA

{

IF  speech onset detected
{

Find bt_min and bt_max, i.e. the minimum and maximum predicted buffering times over the period of JBF_HISTORY_LEN most recent frames

/* Set new buffering time */

buffer_delay = bt_max – bt_min

/* Set this as the next frame to be decoded */

next_ts = frame_ts

/* Set decoding time */

dec_time = current_time + buffer_delay

/* Apply frame alignment if selected */

IF  keep_frame_alignment == 1

{

Move dec_time forward to the next frame boundary
}

/* Indicate for the decoder that we are buffering for speech onset */

onset_flag = 1;

}

/* Check if the decoder has set the re-synchronisation flag */

ELSE IF  resync_flag == 1

{

/* Continue decoding from the first frame arriving after a loss period */

next_ts = frame_ts

/* Clear the re-synchronisation flag */

resync_flag = 0

}

/* Check if received frame is late by less than one frame slot */

ELSE IF  frame_ts + FRAME_DURATION == next_ts  AND  TS >= next_ts NOT in the buffer
{

/* Re-schedule this frame to be the next frame to be decoded */

next_ts = frame_ts

}

Compute predicted buffering time for the received frame and update buffering time history

/* Check frame arrival time */

IF  frame_ts < next_ts

{

Discard the frame because it arrived late
Update RX log: TIME = rx_time; RTP_TS = frame_ts; RX_STATUS = late_loss
}

ELSE

{

/* Check buffer occupancy */

IF  buffer_occupancy == MAX_BUFFER_OCCUPANCY

{

Discard the frame because the buffer is full
Update RX log: TIME = rx_time; RTP_TS = frame_ts; RX_STATUS = overflow

}

ELSE

{

Store the frame into the buffer
Update RX log: TIME = rx_time; RTP_TS = frame_ts; RX_STATUS = ok
buffer_occupancy++

}

}

}

/* Update RTP timestamp for the next frame */

frame_ts += FRAME_DURATION

}

Read the next input packet

IF  new packet available

{

Update variables

 rx_time

 rtp_ts

}

ELSE

{

end_of_input = TRUE

}

} /* end of RECEPTION LOOP */

/* DECODING LOOP */

WHILE  dec_time <= current_time

{

/* Fine tune onset buffering time */

IF  onset_flag == 1

{

first_ts = TS of the first frame in the buffer
/* Early decoding of onset frame if buffer is filling too fast */

IF  buffer_occupancy * FRAME_DURATION – THR1 >= buffer_delay

{

next_ts = first_ts

}

/* Postpone decoding of onset frame if buffer is filling too slowly */

ELSE IF  buffer_occupancy * FRAME_DURATION + THR2 < buffer_delay  AND next_ts == first_ts

{

next_ts -= FRAME_DURATION;

}

}
Request frame having the RTP timestamp value next_ts from the buffer

IF  requested frame found
{

Decode speech or generate comfort noise (SID or SID_FIRST frame) normally
Update DEC log: TIME = dec_time; RX_TIME = rcv_time; RTP_TS = next_ts; DEC_STATUS = ok
buffer_occupancy--

/* Clear lost burst counter */

loss_burst_len = 0

/* Clear speech onset flag */

onset_flag = 0

}

ELSE

{

IF  in speech state
{

/* Increase lost burst counter */

loss_burst_len++

/* Check the loss period length */

IF  loss_burst_len > JBF_LOSS_PERIOD_THR

{

Find the oldest frame in the buffer

IF  a frame having a time stamp value new_ts found
{

Decode the frame found in the buffer (i.e. reset the decoding to continue from the oldest frame found in the buffer) 

Update DEC log: TIME = dec_time; RX_TIME = rcv_time; RTP_TS = new_ts; DEC_STATUS = ok
buffer_occupancy--

/* Set the time stamp */

next_ts = new_ts

/* Clear lost burst counter */

loss_burst_len = 0

}

ELSE

{

Invoke error concealment
Update DEC log: TIME = dec_time; RX_TIME = N/A; RTP_TS = next_ts; DEC_STATUS = error_concealment
/* Set the re-synchronisation flag to trigger the decoding to continue from the next arriving frame */

resync_flag = 1

}

}

ELSE

{

Invoke error concealment
Update DEC log: TIME = dec_time; RX_TIME = N/A; RTP_TS = next_ts; DEC_STATUS = error_concealment
}

}

ELSE

{

/* DTX */

Continue comfort noise generation

Update DEC log: TIME = dec_time; RX_TIME = N/A; RTP_TS = next_ts; DEC_STATUS = comfort_noise

}

}

/* Update variables for decoding the next frame */

dec_time += FRAME_DURATION

next_ts  += FRAME_DURATION

} /* end of DECODING LOOP */

/* CLOCK/TIMER UPDATE */

current_time++

}















































































































































I.2
Verification against the minimum performance requirements

This section provides a verification of an implementation of JBM according to the pseudo code in Section I.1 against the minimum performance requirements specified in Section 8.2.3 of TS 26.114 [19]. The verification was performed by using the implemented JBM algorithm with the AMR codec. On each channel the simulation was repeated 20 times, each time with different random starting point on the channel. The results provided in the following subsections indicate the observed worst-case results (i.e. measured delay CDF closest to the delay requirement CDF and the highest jitter loss rate).

The constants used in the pseudo code are set to the values given in Table I.2 for the verification.

Table I.2: Constant values in pseudo code used in performance analysis.

	Constant
	Value

	JBF_INITIAL_DELAY
	160 [ticks at 8 kHz clock rate]

	JBF_HISTORY_LEN
	100 [frames]

	JBF_LOSS_PERIOD_THR
	5 [frames]


I.2.1
Delay performance

Figures from I.1 to I.6 below show the delay performance of the implemented JBM and comparison against the minimum performance requirement specified in Section 8.2.2.2.2 of TS 26.114 [19]. The solid blue curve denotes the delay CDF for the implemented JBM, and the black dash-dotted curve indicates the delay requirement CDF.
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Figure I.1: Delay performance of the implemented JBM on channel 1.
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Figure I.2: Delay performance of the implemented JBM on channel 2.
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Figure I.3: Delay performance of the implemented JBM on channel 3. 
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Figure I.4: Delay performance of the implemented JBM on channel 4.
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Figure I.5: Delay performance of the implemented JBM on channel 5.
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Figure I.6: Delay performance of the implemented JBM on channel 6.
I.2.2
JBM induced error concealment operations

Table I.3 summarizes the jitter loss rates of the implemented JBM for all test channels, computed as specified in TS 26.114 Section 8.2.3.2.3.

Table I.3: The jitter loss for the tested JBM on test channels.

	Channel
	1
	2
	3
	4
	5
	6

	JBM loss rate
	0.07 %
	0.40 %
	0.15 %
	0.72 %
	0.95 %
	0.57%


-------------- End change 5 --------------
-------------- Start change 6 --------------
Annex K:
Radio network simulation for HSDPA/EUL performance characterization
Two different radio network simulators were used to produce the radio network conditions used in the HSDPA/EUL performance characterization tests. Although both tests used the same RAB configurations, there were some subtle differences beyond the downlink schedulers and the lengths of the resulting channel profiles. The channel profiles used in the testing were constructed based on results from both simulations.

The system simulation was dynamic and included explicit modelling of fast fading, power control, CQI generation, scheduling of users, etc. Channels that connected different transmit/receive antenna pairs were generated at the UMTS slot rate (1500Hz). The instantaneous SINR seen at each receiver was computed at the slot rate. Virtual decoders mapped a sequence of slot rate SINRs to block error events at the TTI rate for each physical channel. The virtual decoders must generate the same statistical block error events as the true decoders operating on a bit by bit basis in a link level simulation for the same TTI rate for each physical channel under consideration.
Inner and outer loop power control loops were explicitly modelled for the associated DPCH. The OVSF code and transmit power resources consumed by the associated DPCH and HS-SCCH channels were modelled dynamically. Errors made in HS-SCCH decoding were taken into account in determining whether the corresponding HS-DSCH transmission is decoded correctly. 

The system simulation attempted to model sufficiently the MAC-d PDU flow and performance from the NodeB to the UE.  Thus, the system simulation was considered an “over-the-air” model and did not capture impairments beyond the NodeB to UE subsystem
The RAB configuration can be found in 3GPP TS 25.993, sections 7.5.3 and 7.5.4. The respective simulator parameters are shown in the tables later in this section.

The results from each respective simulation were then assembled into channel profiles in the following way.

· The results from simulation 1 entailed 16 samples for down link and 16 samples for up link with paired channel conditions PedB_3km, PedB30km, VehA_30km and VehA_120km.  The location of the reference user was fixed for all simulations.

· The results from simulation 2 entailed 22 samples, where 20 are for the down link and two for the up link, representing a paired channel PedB_3km. The difference between the 20 samples lied in the network load (number of users) and the location of the reference user (geometry).  
Table K.1: File attributes of the available data
	Attribute Name
	Details
	Number

	Link Direction
	Up-Link, Down-link
	2

	Network Load
	40,45,60,80,100
	5

	Channel Model
	PedA-3km, PedB-3km, PedB30km, VehA-30km, VehA-120 km.
	5


The definition of the conditions follows the conventions given below.

Table K.2: Definition of the radio network conditions

	Radio Network Condition


	Low Traffic

Down Link
	High Traffic

Down Link
	Uplink

	Low Mobility Mobile
	LM.LT
	LM.HT
	Lm

	High Mobility Mobile
	HM.LT
	HM.HT
	Hm


· Low  Traffic (LT): 40, or 45, or 60 mobile users per cell

· High  Traffic (HT): 80, or 100 mobile users per cell

· Low Mobility (LM, Lm):  ITU –Channel-Model:  PedB3_km or PedA3_km
· High Mobility (HM, Hm): ITU-Channel-Model:  VehA30km or Veh120km or PedB30km



	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


Table K.3: Simulation 1, radio network simulation parameters
	Parameter
	

	UMTS BS Nominal TX Power [dBm]
	43

	P-CPICH Tx Power [dBm]
	33

	UMTS BS Overhead TX Power [dBm] including paging, sync and P/S-CCPCH
	34 

	UMTS UE TX Power Class [dBm]
	21

	UMTS UE Noise Figure [dB]
	10

	BS Antenna Gain [dBi]
	17.1

	MS Antenna Gain [dBi]
	0

	Shadowing Standard Deviation [dB]
	8

	Path Loss Model: COST 231
	-136+35.22*log10(d), d in km

	Shadow Site to site Correlation
	50%

	Other Losses [dB]
	8

	UMTS BS Antenna

    pattern

    beamwidth [degrees]
	per TR 25.896 v6.0.0 A.3.1.1

65

	Number of MS Antennas
	2

	Propagation Channel Mixture for loading users
	25% AWGN

37% PedB 3 kph

13% PedB 30 kph

13% VehA 30 kph

12% VehA 120 kph

	Number of loading users simulated
	E-DCH: 40 UEs per cell

HSDPA: 40/60/80/100 UEs per cell

	Propagation Channel for the Reference UE
	Case 1: PedB 3 kph

Case 2: PedB 30 kph

Case 3: VehA 30 kph

Case 4: VehA 120 kph

	Location for Reference UE
	Case 1: One cell in active set, UE  geometry = 3.3 dB

Case 2: Soft handoff with 2 cells in active set, UE geometry = 3.0 dB, UE serving cell geometry = -0.7 dB

	Ec/Io Admission Threshold
	-18 dB

	RSCP Admission Threshold
	-115 dBm

	Number of Node Bs
	19 Node Bs/57 cells 

	Cell layout
	3-Cell Clover-Leaf

	Inter-site Distance [m]
	2500

	Frequency
	1990 MHz


Table K.4 Simulation 1, traffic assumptions
	Parameter
	

	User-Plane Traffic Model

    Vocoder Type

    Vocoder Voice Model Loading Users

   Vocoder Voice Model Reference UE


	100% VoIP

AMR 12.2

Markov Process with 50% activity (transition probability = 0.01)

100% activity

	VoIP Packet Overheads 
	1 byte RLC UM header

4 bytes ROHC header



	ROHC dynamics
	Resynchronization ignored

	RTCP
	Not modeled

	SIP
	Not modeled

	SID Frames
	Not transmitted

	RTP layer aggregation
	None

	MAC-d PDU Size
	296 bits 


Table K.5 Simulation 1, other simulation assumptions
	Parameter
	

	UMTS Time Modelled [s]
	60

	Training Time [s]
	5

	UE Category
	5

	Receiver Type
	Rake with Mobile Receive Diversity from 2 Antennas

(2 Rx correlation =  0.5,    mismatch 2 dB)

	Downlink DCCH Traffic and Transport
	 DCCH mapped to HS-DSCH, F-DPCH used instead of assoc. DPCH. DCCH traffic modeled as 3.4kbps source with 5% activity factor.

	Max. HSDPA Transmit Power (HS-SCCH + HS-PDSCH)
	18 watt – power allocated for all common and dedicated channels

	HS-SCCH Channel Model

    Number

    Errors Impact HS-DSCH Decoding

    Power Allocation
	Depends on loading

Yes

Fixed Offset from F-DPCH

	Downlink Over-the air Delay Budget [ms] (MAC-d to MAC-d)
	90



	Iub delay modelled
	No

	HSDPA Scheduler Implementation 


	Proprietary  

	Mobility Model
	Static UE locations

	E-DCH Scheduling
	Non-scheduled transmission 

	E-DCH TTI length
	Both 10ms  TTI and 2ms TTI

	E-DCH max number of HARQ transmissions
	2 Tx for 10ms TTI

4 Tx for 2ms TTI

	E-DCH QoS
	Target 1% BLER post-HARQ

	HS-DPCCH modeled for E-DCH simulation
	Yes


Table K.6 Simulation 2, simulation assumptions
	Parameters
	

	Multipath channel models
	PA3 and PB3

Fader type: JTC.

	User path loss and setup
	PA3:

Geometry from serving cell: 1.65 dB

Soft-handover geometry: 5.8 dB

Soft-handover legs: 2

PB3:

Geometry from serving cell: 0.09 dB

Soft-handover geometry: 5.22 dB

Soft-handover legs: 2

Number of UE antennas: 1.

	Node B resources
	DL power reserved for common channels and DPCH for all users: 7.5 Watt (30%)

3 Watt for common channels + 1 Watt / ~100 users for DPCH

Remaining power for all HS-SCCH and HS-PDSCH: 17.6 Watt

OVSF codes reserved for common channels:

Channel

SF

Nb

CPICH

256

1

P-CCPCH

256

1

S-CCPCH

256

1

E-AGCH

256

1

AICH

256

1

PICH

256

1

OVSF code usage modeled for dedicated channels:

F-DPCH + AICH

Soft-handover overhead: 1.8

Up to 8 simultaneous HS-DSCH transmissions allowed.

	IMS VoIP packet format and overheads
	AMR 12.2 kbps.

VoIP packet with payload according to RFC3267.

24-bit ROHC overhead.

8-bit RLC overhead.

No voice packet bundling.

	VoIP traffic modelling
	Voice users’ frame boundaries are randomly time-staggered.

SID transmitted every 160 ms of silence.

Voice activity model for background users:

ON and OFF periods of duration exponentially distributed, of average 3 seconds. 

50% voice activity.

Voice activity model for selected user

100% voice activity

	Signaling traffic
	SRB, RTCP, and SIP not modeled.

	HSDPA scheduling
	VoIP traffic scheduler:

Exponential scheduling rule with 
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SDU discarding in the MAC-HS modeled.

	HSDPA feedback delays
	CQI delay: 8 slots from time of measure to start of HS-PDSCH transmission.

HARQ delay: minimum 15 slots from end of a transmission to start of a re-transmission.

	HSDPA error modelling
	HS-PDSCH: threshold-based decoder.

HS-SCCH: threshold-based decoder.

CQI: perfect estimation and with quantization errors.

HS-DPCCH: HARQ feedback errors modelled with ACK false alarm probability of 10-3 and ACK mis-detection probability of 10-2. .

	RAB for HSDPA
	According to reference RAB configuration for VoIP over HSDPA in [5].

	EUL format
	2 ms TTI, 3 transmissions

	EUL scheduling
	Non-scheduled, autonomous transmissions.

Delay from received packet re-ordering not modelled

	EUL error modelling
	No errors on E-HICH

4% independent errors on F-DPCH

E-DPCCH power modelled, but assumed error-free

HS-DPCCH not modelled

	Simulation duration
	3,000 warm-up slots

90,000 execution slots

	RAB for EUL
	According to reference RAB configuration for VoIP over EUL in [5].


-------------- End change 6 --------------
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