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1. Introduction

The present document defines subjective evaluation methods for characterising the overall performance of VoIMS over HSDPA/EUL radio channels. The main purpose is to evaluate and verify adequate subjective performance of the AMR and AMR-WB speech codecs defined in TS 26.114 [4].

The VoIMS performance characterisation for HSDPA/EUL channels consists of subjective evaluation with listening-only and conversation test methodology. The former evaluates the basic subjective quality of the selected speech codecs when conducting buffer adaptation to the network delay variations. Listening-only tests are further completed with overall delay analysis. The latter is verifying the effect of overall delay variations in conversational situations.

Listening only tests will concentrate on the effect of channel error and channel jitter to speech quality instead of the impact of overall end-to-end delay in speech conversation. The end-to-end delay impact is considered in delay analysis conducted on the whole processed test material. Delay analysis is TBD.
2. Listening only test conditions
Table 1: Noise types for listening only test

	Noise type
	Level (dBSNR)

	Clean
	-

	Car
	15 dB

	Cafeteria
	20 dB


Table 2: Test details for listening only 

	Listening Level
	1
	79 dBSPL

	Reference Conditions (narrowband)
	8
	MNRU 5, 13, 21, 29, 37 dB, direct, clean 5.9 kbit/s, clean 12.2 kbit/s

	Reference Conditions (wideband)
	8
	MNRU 5, 13, 21, 29, 37, 45 dB, direct, clean 12.65 kbit/s

	Test Conditions
	2
	Fixed buffer (buffer size set to the average of adaptive JBM in the same network condition), adaptive JBM

	Listeners
	32
	Naïve Listeners

	Groups
	4
	8  subjects/group

	Rating Scales
	1
	 P.800.2  ACR (clean condition), DCR (background noise)

	Languages
	2
	Finnish and Swedish

	Listening System
	1
	Monaural headset audio bandwidth 3.4kHz (narrowband) 7.0 kHz (wideband). The other ear is open.

	Listening Environment
	
	Room Noise: Hoth Spectrum at 30dBA (as defined by ITU-T Recommendation P.800: Annex A, section A.1.1.2.2.1 )

	Number of Talkers
	8
	4 males, 4 females

	Number of Samples/Talker
	5
	4 for the test, 1 for the preliminary items


Table 3: Test details for conversational testing 

	Listening Level
	1
	79 dBSPL or 76 dBSPL (-15 dB Pa or -18 dB Pa) 

	Listeners/Speakers
	32
	Naïve Listeners/Native Speakers

	Groups
	16
	2 subjects/group

	Rating Scales
	5
	See section 4.2

	Languages
	3
	French, English,  Chinese

	Listening System
	2
	Monaural headset (flat response in the audio bandwidth of interest: 50Hz-7kHz). The other ear is open.  

	Microphone
	2
	Frequency range: 100Hz-10kHz  


Table 4: Definition of Radio Network Conditions 

	Color Code: Condition Name
	Network Load:

40/45/60 per cell
	Network Load:

80/100 per cell

	DL: 

PedB3_km+PedA3_km
	Pink: DL-LT
	Lime: DL-HT

	DL:

VehA30km+Veh120km+PedB30km
	Yellow: DH-LT
	Green: DH-HT

	UL: 

PedB3_km+PedA3_km
	Gray:  UL

	UL:

VehA30km+Veh120km+PedB30km 
	Blue:  UH


Table 5: Definition of Radio Network Channels conditions 

	Channel
	Radio Network Condition

	Ch1
	DL-LT-UL

	Ch2
	DL-LT-UH

	Ch3
	DL-HT-UL

	Ch4
	DL-HT-UH

	Ch5
	DH-LT-UL

	Ch6
	DH-LT-UH

	Ch7
	DH-HT-UL

	Ch8
	DH-HT-UH


3. End-to-end delay analysis

TBA
4. Listening only experiments

The goal of this test is to evaluate the impact of the HSDPA/EUL radio channel conditions on the speech quality especially when the channel is subject to packet losses and jitter.  Subjective quality score and delay will be used as metrics to evaluate the results. The test will be designed based on P.800.Sec.6.2.
Table 6: Test conditions for listening-only tests with AMR-NB 

	Cond.
	Noise Type
	 Frame Loss Rate
	Channel
	AMR-Modes  (fixed  RTP delay)

	1-1
	Clean
	0.01
	Ch1
	5.9kbit/s ( 150 ms)

	1-2
	Clean
	0.01
	Ch2
	5.9kbit/s ( 150 ms)

	1-3
	Clean
	0.01
	Ch3
	12.2kbit/s ( 150 ms)

	1-4
	Clean
	0.01
	Ch4
	12.2kbit/s ( 150 ms)


Table 7: Test conditions for listening-only tests with AMR-NB in background noise 

	Cond.
	Noise Type
	 Frame Loss Rate
	Channel
	AMR-Modes  (fixed  RTP delay)

	2-1
	Car
	0.01
	Ch5
	5.9kbit/s ( 150 ms)

	2-2
	Cafeteria
	0.01
	Ch6
	5.9kbit/s ( 150 ms)

	2-3
	Car
	0.01
	Ch7
	12.2kbit/s ( 150 ms)

	2-4
	Cafeteria
	0.01
	Ch8
	12.2kbit/s ( 150 ms)


Table 8: Test conditions for listening-only tests with AMR-WB

	Cond.
	Noise Type
	 Frame Loss Rate
	Channel
	AMR-WB (fixed  RTP delay)

	3-1
	Clean
	0.01
	Ch1
	12.65 kbit/s (150 ms)

	3-2
	Clean
	0.01
	Ch2
	12.65 kbit/s (150 ms)

	3-3
	Clean
	0.01
	Ch3
	12.65 kbit/s (150 ms)

	3-4
	Clean
	0.01
	Ch4
	12.65 kbit/s (150 ms)


Table 9: Test conditions for listening-only tests with AMR-WB in background noise

	Cond.
	Noise Type
	 Frame Loss Rate
	Channel
	AMR-WB (fixed  RTP delay)

	4-1
	Car
	0.01
	Ch5
	12.65 kbit/s (150 ms)

	4-2
	Car
	0.01
	Ch6
	12.65 kbit/s (150 ms)

	4-3
	Cafeteria
	0.01
	Ch7
	12.65 kbit/s (150 ms)

	4-4
	Cafeteria
	0.01
	Ch8
	12.65 kbit/s (150 ms)


5. Test material processing

The term VoIP client is used to include speech encoder and RTP packetization on the sender side; a jitter buffer management (JBM) scheme and speech decoder on the receiver side.  Figure 1 shows a test scenario.


[image: image1]
Figure 1: Test setup for VoIP codecs for listening only test

The implementation of the system shown in Figure 1 has the following functional components:

I
VoIP Client/transmitter containing

a
Pre-processing, including e.g. suitable pre-filtering and signal level control

b
AMR/AMR-WB encoder

c
RTP payload packetisation

II
Error insertion device (EID) applying error-delay patterns to the “transmitted” RTP stream

III
VoIP Client/receiver (and Network interface) containing

a
RTP payload depacketisation 

b
Jitter buffer management (JBM)

c
AMR/AMR-WB decoder

d
Post-processing

For the listening-only test, the simulator can be implemented as an off-line tool. It includes Voice Encoding, RTP packetisation and error Insertion. Here, the error insertion device reads input RTP stream stored into a file, applies given error-delay pattern, and writes modified output RTP stream into a file. For this purpose the following storage protocol is introduced:

The raw-data speech (linear PCM masked to 14 bits at 8 kHz sampling rate for AMR-NB and at 16 kHz sampling rate for AMR-WB) is carried within VoIP client and receiver. The encoder output is then stored with the AMR-NB/AMR-WB file storage format according to media types audio/amr and audio/amr-wb, as specified in sections 5.1 and 5.3 of RFC 3267. The data exchanged between RTP packetization/depacketisation and error insertion device is a stream of encapsulated RTP packets in the RTPdump format shown in Table 9 and Table 10.

Table 10: RTPdump file header elements.

	Element
	Size
	Description

	Start
	32 bits (“struct timeval”)
	Start time (GMT) of the file

	Source
	32 bits (“long”)
	Source (IP) address

	Port
	16 bits (“short”)
	UDP port number

	Padding
	16 bits (“short”)
	Padding data to provide 32-bit alignment


Table 11: RTPdump packet header elements.

	Element
	Size
	Description

	Length
	16 bits (“short”)
	Length of the packet (in bytes), including this header

	Plen
	16 bits (“short”)
	Length of the RTP packet (RTP header + RTP payload)

	Offset
	32 bits (“long”)
	Milliseconds since the start of the file


Preparation of the evaluation speech material can be based on the following pseudo code: 

Read in first speech packet

receivedPktTime = time of first received speech packet, 

playoutTime = time of the first received speech packet. 

lastReceivedPkt = 0

do { 

While (receivedPktTime <= playoutTime) {

Deliver the received speech packet to the VoIP client

Read in next speech packet

Set receivedPktTime = time of next received speech packet

If (no more packets) {

lastReceivedPkt=1 

break;

}

}

While (playoutTime < receivedPktTime) {

Request speech samples from VoIP client

VoIP client returns Tp sec of speech samples

Write out Tp sec to file output

Set playoutTime = playoutTime + Tp

}

} While (VoIP client has PCM samples & lastReceivedPkt==1) 
The VoIP client should, when requested speech samples, return short duration of PCM samples, e.g., 1ms.  To ensure fair testing and verify the de-jitter and time warping aspects in a VoIP system, the network-decoder interface controls (i) the delivery of encoded speech packets to the speech decoder and (ii) controls the output of speech data from the speech decoder. However, to enable more realistic operation, the VoIP client is given the freedom of deciding how many speech samples it wants to output for each NCIM speech output request.  
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