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 Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.
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3
Abbreviations

For the purposes of the present document, the following abbreviations apply:

4
General Overview

5
  Jitter Buffer PerformanceCharacterization

5.1  Test Methodology

 Figure 1 and Figure 2 illustrate the test configurations to be considered in this document, where EID stands for error insertion device


Figure 1: Test configuration for the listening only test


Figure 2: Test configuration for the conversation test

5.1.1 Listening Only Test  

  The goal of this test is to evaluate the impact of the jitter management schemes on the speech quality when the channel is subject to jitter.  Subjective quality score and  delay will be used as metrics to evaluate the results. The test will be designed based on P.800.Sec.6.2.

5.1.2  Conversational Test

The purpose of this test is to perform subjective evaluation of jitter buffer management methods under a controlled simulated network environment. The goal is to investigate the effects of the different algorithms on the conversation quality in a controlled environment of a  reference physical transmission system.  This test will be designed based on  P.800.Sec.6.1.
5. 2  Test Bed Description 

5.2.1 Overview

A test bed consists of 

· a test laboratory, 

· VoIP clients and 

· an intermediate reference system that represents the physical transmission link.  

The test laboratory and the intermediate reference system will be discussed in the following, and the VoIP clients  will be discussed in a later section. 

5.2.2  Listening-Only

The term VoIP client is used to include speech encoder and RTP packetization on the sender side; a jitter buffer management (JBM) scheme and speech decoder on the receiver side.  Figure 1 shows a test scenario


[image: image3]
Figure 3: Test setup for VoIP codecs 

The implementation of the system shown in Figure 3 has the following functional components:

I. VoIP Client/transmitter containing

a. Pre-processing, including e.g. suitable pre-filtering and signal level control

b. AMR/AMR-WB encoder

c. RTP payload packetizer

II. Error insertion device (EID) applying error-delay patterns to the “transmitted” RTP stream

III. VoIP Client/receiver (and Network interface) containing

a. RTP payload depacketization 

b. Jitter buffer management (JBM)

c. AMR/AMR-WB decoder

d. Post-processing

For the listening-only test,  the simulator can be implemented as an off-line tool.    It includes Voice Encoding, RTP packetization and Error Insertion.   Here, the error insertion device reads input RTP stream stored into a file, applies given error-delay pattern, and writes modified output RTP stream into a file. For this purpose the following storage protocol is introduced:

The raw-data speech (16-bit linear PCM at 8 kHz sampling rate for AMR-NB and at 16 kHz sampling rate for AMR-WB) is carried within VoIP client and receiver. The encoder output is then stored with the AMR-NB/AMR-WB file storage format according to media types audio/amr and audio/amr-wb, as specified in sections 5.1 and 5.3 of  RFC 3267. The data exchanged between RTP packetization/depacketisation and error insertion device is a stream of  encapsulated RTP packets in the RTPdump format  shown in Table 1 and Table 2.

Table 1: RTPdump file header elements.

	Element
	Size
	Description

	Start
	32 bits (“struct timeval”)
	Start time (GMT) of the file

	Source
	32 bits (“long”)
	Source (IP) address

	Port
	16 bits (“short”)
	UDP port number

	Padding
	16 bits (“short”)
	Padding data to provide 32-bit alignment


Table 2: RTPdump packet header elements.

	Element
	Size
	Description

	Length
	16 bits (“short”)
	Length of the packet (in bytes), including this header

	Plen
	16 bits (“short”)
	Length of the RTP packet (RTP header + RTP payload)

	Offset
	32 bits (“long”)
	Milliseconds since the start of the file


  Evaluation of various JBM schemes can be based on the following pseudo code: 

Read in first speech packet

receivedPktTime = time of first received speech packet, 

playoutTime = time of the first received speech packet. 

lastReceivedPkt = 0

do { 

While (receivedPktTime<= playoutTime ) {

Deliver the received speech packet to the VoIP client

Read in next speech packet

Set receivedPktTime = time of next received speech packet

If(no more packets) {

lastReceivedPkt=1 

break;

}

}

While (playoutTime < receivedPktTime) {

Request speech samples from VoIP client

 VoIP client returns Tp sec of speech samples

Write out Tp sec to file output

Set playoutTime = playoutTime + Tp

}

} While (VoIP client has PCM samples & lastReceivedPkt==1) 

The VoIP client should, when requested speech samples, return short duration of PCM samples, e.g., 1ms.  To ensure fair testing and verify the de-jitter and time warping aspects in a VoIP system, the network-decoder interface controls (i) the delivery of encoded speech packets to the speech decoder and (ii) controls the output of speech data from the speech decoder. However, to enable more realistic operation, the VoIP client is given the freedom of deciding how many speech samples it wants to output for each NCIM speech output request.  
A C code implementation of the pseudo code above can be found in the Annex[Editor’s Note: Code from QC][Editor’s note 231, to be updated]

5.2.3  Conversation
The testbed can be divided in 4 logical components:

I. VoIP Clients: Subjects, AMR+VAD, JBM

II. EID:  HSDPA/HSUPA Sample of RLC packet stream

III. Input Control: Parameters for the Test

IV. Output Control: Record Holder for the Output Results (see following)


In the figure  symbol             indicates the data recorder for the output results of the tests. Results are recorded in R1, R2, R3, R4, where

I. R1: opinion score of subject A

II. R2: opinion score of subject B

III. R3:  delay of each frame received by subject A

IV. R4:  delay of each frame received by subject B. 



 The processing of the test results is discussed in [Editor’s Note: Section to be determined] 

Figure 6 shows the mobile-to-mobile communication scenario. For the test of the mobile-to-fixed communication   the yellow boxes in the figure  will be removed.


Figure 6: Architecture of the Test Bed for the Conversation Test

[Editor’s Note 313]

5.2.4  Description of VoIMS Sender and Receiver

Speech frames of 20 ms will be generated at the sender as following:  Each frame is created by sampling the raw data, applying A/D conversion and encoding the bits as defined by [13 Editor’s Note: Check the reference].   An example of the architecture of VoIP receiver is shown in Figure 7, and the description of the functionality provided by each of the processing blocks is given below.
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Figure 7: An example of the architecture of a VoIP receiver with adaptive jitter buffer capability.

I. Buffer: The jitter buffer is used to store the incoming speech frames from the network. The buffer status can be also used as input to the adaptation decision logic. Furthermore, the buffer is also linked to the speech decoder to provide frames for decoding when they are needed for decoding & playback.

II. Network analyser: The network analysis functionality is used to monitor the incoming packet stream and to collect reception statistics (e.g. jitter, packet loss) that are needed for jitter buffer adaptation. Note that this block can also include e.g. the functionality needed to maintain statistics required by the RTCP if it is being used.

III. Adaptation control logic: The control logic adjusting playback delay and operating the time scaling functionality makes decisions on the buffering delay adjustments and required time scaling actions based on the buffer status (e.g. average buffering delay, buffer occupancy, etc.) and input from the network analyser. Furthermore, external control input can be used e.g. to enable inter-media synchronisation or other external scaling requests. The control logic may utilise different adaptation strategies such as fixed jitter buffer (without adaptation and time scaling), simple adaptation during comfort noise periods or buffer adaptation also during active speech. The general operation is controlled with desired proportion of frames arriving late, adaptation strategy and adaptation rate.

IV. Speech decoder: The standard AMR or AMR-WB speech decoder, as used in the circuit switched service. Note that the speech decoder is also assumed to include error concealment / bad frame handling functionality.

V. Time scaling unit: The time scaling unit shortens or extends the speech signal length according to scaling requests given by the control logic to enable delay adjustment in a transparent manner.   The buffer control logic should have a mechanism to limit the maximum scaling ratio. Providing a scaling window in which the targeted time scale modifications are performed improves the situation in certain scenarios – e.g. when reacting to the clock drift or to a request of inter-media (re)synchronization – by allowing flexibility in allocating the scaling request on several frames and performing the scaling on a content-aware manner. The time scaling may be implemented either in a separate entity from the speech decoder or embedded within the decoder.

5.2.5  Description of  HSDPA/HSUPA Simulator   

[Editor’s note: description of the test system based on HSDPA/HSUPA air-interface, e.g, from S4-050579]

5.2.6  Fixed Delay

Fixed delay includes all delay components introduced by the End-to-End system except the jitter generated by the system.

The different components involved in a typical mobile to mobile VoIP call are shown in Figure 1. The total time taken from tx UE to rx UE is the end-to-end delay in a VoIP call. This includes 

· the processing in the UEs (encoding and decoding), 

· the processing in the different components, NodeB, RNC, SGSN, GGSN 

· the air-link transmission time (HSDPA and HSUPA), core network delay, and 

the scheduler delay for HSDPA.
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Figure 8: VoIP transmission path in a HSPA system
5.2.7  Test Environment for Listening-Only Test


Table 3: Noise types 

	Noise type
	Level (dBSNR)

	Car
	15 dB

	Street 
	15 dB

	Cafeteria
	20 dB


Table 4: Test details 

	Listening Level
	1
	79 dBSPL

	Reference Conditions
	
	To be determined

	Listeners
	32
	Naïve Listeners

	Groups
	4
	8  subjects/group

	Rating Scales
	1 or  3
	 P.800.2  ACR  or P.835 (to be finalized)

	Languages
	3
	TBD

	Listening System
	1
	Monaural headset audio bandwidth 3.4kHz. The other ear is open.

	Listening Environment
	
	Room Noise: Hoth Spectrum at 30dBA (as defined by ITU-T Recommendation P.800: Annex A, section A.1.1.2.2.1 )

	Number of Talkers
	6
	3 males, 3 females

	Number of Samples/Talker
	5
	4 for the test, 1 for the preliminary items


Table 5: Definition of Radio Network Conditions 

	Color Code: Condition Name
	Network Load:

40/45/60 per cell
	Network Load:

80/100

per cell

	DL: 

PedB3_km+PedA3_km
	Pink: DL-LT
	Lime: UL-HT

	DL:

VehA30km+Veh120km+PedB30km
	Yellow: DH-LT
	Green: DH-HT



	UL: 

PedB3_km+PedA3_km
	Gray:  UL

	UL:

VehA30km+Veh120km+PedB30km 
	Blue:  UH


5.2.8  Test Condition for Listening-Only Test
Table 6: Test conditions for listening-only tests with AMR-NB 

	Cond.
	Noise Type
	 Frame Loss Rate
	Radio Network Condition
	AMR-Modes  (fixed  RTP delay)

	1-1
	Car
	0.01
	DL-LT-UL
	5.9kbit/s ( 150 ms)

	1-2
	Car
	0.01
	DL-LT-UH
	5.9kbit/s ( 150 ms)

	1-3
	Car
	0.01
	DL-HT-UL
	5.9kbit/s ( 150 ms)

	1-4
	Car
	0.01
	DL-HT-UH
	5.9kbit/s ( 150 ms)

	1-5
	Car
	0.01
	DH-LT-UL
	5.9kbit/s ( 150 ms)

	1-6
	Car
	0.01
	DH-LT-UH
	5.9kbit/s ( 150 ms)

	1-7
	Car
	0.01
	DL-HT-UL
	5.9kbit/s ( 150 ms)

	1-8
	Car
	0.01
	DL-HT-UH
	5.9kbit/s ( 150 ms)

	1-9
	Street
	0.01
	DL-LT-UL
	5.9kbit/s ( 150 ms)

	1-10
	Street
	0.01
	DL-LT-UH
	5.9kbit/s ( 150 ms)

	1-11
	Street
	0.01
	DL-HT-UL
	5.9kbit/s ( 150 ms)

	1-12
	Street
	0.01
	DL-HT-UH
	5.9kbit/s ( 150 ms)

	1-13
	Street
	0.01
	DH-LT-UL
	5.9kbit/s ( 150 ms)

	1-14
	Street
	0.01
	DH-LT-UH
	5.9kbit/s ( 150 ms)

	1-15
	Street
	0.01
	DL-HT-UL
	5.9kbit/s ( 150 ms)

	1-16
	Street
	0.01
	DL-HT-UH
	5.9kbit/s ( 150 ms)

	1-17
	Cafeteria
	0.01
	DL-LT-UL
	5.9kbit/s ( 150 ms)

	1-18
	Cafeteria
	0.01
	DL-LT-UH
	5.9kbit/s ( 150 ms)

	1-19
	Cafeteria
	0.01
	DL-HT-UL
	5.9kbit/s ( 150 ms)

	1-20
	Cafeteria
	0.01
	DL-HT-UH
	5.9kbit/s ( 150 ms)

	1-21
	Cafeteria
	0.01
	DH-LT-UL
	5.9kbit/s ( 150 ms)

	1-22
	Cafeteria
	0.01
	DH-LT-UH
	5.9kbit/s ( 150 ms)

	1-23
	Cafeteria
	0.01
	DL-HT-UL
	5.9kbit/s ( 150 ms)

	1-24
	Cafeteria
	0.01
	DL-HT-UH
	5.9kbit/s ( 150 ms)


Table 7: Test conditions for listening-only tests with AMR-NB (cont.)

	Cond.
	Noise Type
	 Frame Loss Rate
	Radio Network Condition
	AMR-Modes  (fixed  RTP delay)

	1-25
	Car
	0.01
	DL-LT-UL
	12.2 kbit/s (150 ms) 

	1-26
	Car
	0.01
	DL-LT-UH
	12.2 kbit/s (150 ms) 

	1-27
	Car
	0.01
	DL-HT-UL
	12.2 kbit/s (150 ms) 

	1-28
	Car
	0.01
	DL-HT-UH
	12.2 kbit/s (150 ms) 

	1-29
	Car
	0.01
	DH-LT-UL
	12.2 kbit/s (150 ms) 

	1-30
	Car
	0.01
	DH-LT-UH
	12.2 kbit/s (150 ms) 

	1-31
	Car
	0.01
	DL-HT-UL
	12.2 kbit/s (150 ms) 

	1-32
	Car
	0.01
	DL-HT-UH
	12.2 kbit/s (150 ms) 

	1-33
	Street
	0.01
	DL-LT-UL
	12.2 kbit/s (150 ms) 

	1-34
	Street
	0.01
	DL-LT-UH
	12.2 kbit/s (150 ms) 

	1-35
	Street
	0.01
	DL-HT-UL
	12.2 kbit/s (150 ms) 

	1-36
	Street
	0.01
	DL-HT-UH
	12.2 kbit/s (150 ms) 

	1-37
	Street
	0.01
	DH-LT-UL
	12.2 kbit/s (150 ms) 

	1-38
	Street
	0.01
	DH-LT-UH
	12.2 kbit/s (150 ms) 

	1-39
	Street
	0.01
	DL-HT-UL
	12.2 kbit/s (150 ms) 

	1-40
	Street
	0.01
	DL-HT-UH
	12.2 kbit/s (150 ms) 

	1-41
	Cafeteria
	0.01
	DL-LT-UL
	12.2 kbit/s (150 ms) 

	1-42
	Cafeteria
	0.01
	DL-LT-UH
	12.2 kbit/s (150 ms) 

	1-43
	Cafeteria
	0.01
	DL-HT-UL
	12.2 kbit/s (150 ms) 

	1-44
	Cafeteria
	0.01
	DL-HT-UH
	12.2 kbit/s (150 ms) 

	1-45
	Cafeteria
	0.01
	DH-LT-UL
	12.2 kbit/s (150 ms) 

	1-46
	Cafeteria
	0.01
	DH-LT-UH
	12.2 kbit/s (150 ms) 

	1-47
	Cafeteria
	0.01
	DL-HT-UL
	12.2 kbit/s (150 ms) 

	1-48
	Cafeteria
	0.01
	DL-HT-UH
	12.2 kbit/s (150 ms) 


Table 8: Test conditions for listening-only tests with AMR-WB

	Cond.
	Noise Type
	 Frame Loss Rate
	Radio Network Condition
	AMR-Modes  (fixed  RTP delay)

	2-1
	Car
	0.01
	DL-LT-UL
	12.65 kbit/s (150 ms)

	2-2
	Car
	0.01
	DL-LT-UH
	12.65 kbit/s (150 ms)

	2-3
	Car
	0.01
	DL-HT-UL
	12.65 kbit/s (150 ms)

	2-4
	Car
	0.01
	DL-HT-UH
	12.65 kbit/s (150 ms)

	2-5
	Car
	0.01
	DH-LT-UL
	12.65 kbit/s (150 ms)

	2-6
	Car
	0.01
	DH-LT-UH
	12.65 kbit/s (150 ms)

	2-7
	Car
	0.01
	DL-HT-UL
	12.65 kbit/s (150 ms)

	2-8
	Car
	0.01
	DL-HT-UH
	12.65 kbit/s (150 ms)

	2-9
	Street
	0.01
	DL-LT-UL
	12.65 kbit/s (150 ms)

	2-10
	Street
	0.01
	DL-LT-UH
	12.65 kbit/s (150 ms)

	2-11
	Street
	0.01
	DL-HT-UL
	12.65 kbit/s (150 ms)

	2-12
	Street
	0.01
	DL-HT-UH
	12.65 kbit/s (150 ms)

	2-13
	Street
	0.01
	DH-LT-UL
	12.65 kbit/s (150 ms)

	2-14
	Street
	0.01
	DH-LT-UH
	12.65 kbit/s (150 ms)

	2-15
	Street
	0.01
	DL-HT-UL
	12.65 kbit/s (150 ms)

	2-16
	Street
	0.01
	DL-HT-UH
	12.65 kbit/s (150 ms)

	2-17
	Cafeteria
	0.01
	DL-LT-UL
	12.65 kbit/s (150 ms)

	2-18
	Cafeteria
	0.01
	DL-LT-UH
	12.65 kbit/s (150 ms)

	2-19
	Cafeteria
	0.01
	DL-HT-UL
	12.65 kbit/s (150 ms)

	2-20
	Cafeteria
	0.01
	DL-HT-UH
	12.65 kbit/s (150 ms)

	2-21
	Cafeteria
	0.01
	DH-LT-UL
	12.65 kbit/s (150 ms)

	2-22
	Cafeteria
	0.01
	DH-LT-UH
	12.65 kbit/s (150 ms)

	2-23
	Cafeteria
	0.01
	DL-HT-UL
	12.65 kbit/s (150 ms)

	2-24
	Cafeteria
	0.01
	DL-HT-UL
	12.65 kbit/s (150 ms)


   5.2.9  Test Environment for Conversational Test

Table 3: Noise types 

	Noise type
	Level (dB A)

	Car
	[60]

	Street
	[55]

	Cafeteria
	[60]


Table 4: Test details 

	Listening Level
	1
	79 dBSPL

	Listeners
	32
	Naïve Listeners

	Groups
	16
	2 subjects/group

	Rating Scales
	5
	 P.800.1 MOS-CQS, (ACR)

	Languages
	3
	TBD

	Listening System
	1
	Monaural headset audio bandwidth 3.4kHz   . The other ear is open.

	Listening Environment
	
	Room Noise: Hoth Spectrum at 30dBA (as defined by ITU-T Recommendation P.800: Annex A, section A.1.1.2.2.1 Room Noise, with table A.1 and Figure A.1), except when background noise is needed .


Table 11: Definition of Radio Network Conditions 

	Color Code: Condition Name
	Network Load:

40/45/60 per cell
	Network Load:

80/100

per cell

	DL: 

PedB3_km+PedA3_km
	Pink: DL-LT
	Lime: UL-HT

	DL:

VehA30km+Veh120km+PedB30km
	Yellow: DH-LT
	Green: DH-HT



	UL: 

PedB3_km+PedA3_km
	Gray:  UL

	UL:

VehA30km+Veh120km+PedB30km 
	Blue:  UH


5.2.10  Test Condition for the Conversational Test

 Table 12: Test conditions for conversational tests with AMR-NB 5.9kbit/s

	Cond.
	Background noise in Room A
	Background noise in Room B
	Experimental factors



	
	
	
	Target 
Frame Loss Rate
	Radio Network Condition
	AMR-Modes 

 (fixed RTP  delay)

	1-1.1
	Hoth
	Hoth
	0.01
	DL-LT-UL
	5.9  kbit/s,( 150 ms)

	1-1.2
	Car
	Car
	0.01
	DH-LT-UH
	5.9 kbit/s , (150 ms)

	1-1.3a
	Car
	Hoth
	0.01
	DH-LT-UL
	5.9  kbit/s,  (150 ms)

	1-1.3b
	Hoth
	Car
	0.01
	DL-LT-UH
	5.9 kbit/s,  (150 ms)

	1-1.4
	Cafeteria
	Cafeteria
	0.01
	DL-LT-UL
	5.9 kbit/s,  (150 ms)

	1-1.5a
	Cafeteria
	Street
	0.01
	DL-LT-UL
	5.9 kbit/s ,(150 ms)

	1-1.5b
	Street
	Cafeteria
	0.01
	DL-LT-UL
	5.9 kbit/s ,(150ms)

	1-1.6
	Street
	Street
	0.01
	DL-LT-UL
	5.9  kbit/s, (150ms)

	1-2.1
	Hoth
	Hoth
	0.01
	    DL-HT-UL
	5.9  kbit/s, (150ms)

	1-2.2
	Car
	Car
	0.01
	DH-HT-UH
	5.9 kbit/s, ( 150ms)

	1-2.3a
	Car
	Hoth
	0.01
	DH-HT-UL
	5.9 kbit/s, (150ms)

	1-2.3b
	Hoth
	Car
	0.01
	DL-HT-UH
	5.9 kbit/s, (150ms)

	1-2.4
	Cafeteria
	Cafeteria
	0.01
	DL-HT-UL
	5.9 kbit/s, ( 150ms)

	1-2.5a
	Cafeteria
	Street
	0.01
	DL-HT-UL
	5.9  kbit/s ,(150 ms)

	1-2.5b
	Street 
	Cafeteria
	0.01
	DL-HT-UL
	5.9 kbit/s, (150ms)

	1-2.6
	Street
	Street
	0.01
	DL-HT-UL
	5.9 kbit/s, (150ms)


Table 13: Test conditions for conversational tests with AMR-NB 12.2kbit/s

	Cond.
	Background noise in Room A
	Background noise in Room B
	Experimental factors



	
	
	
	Target 
Frame Loss Rate
	Radio Network Condition
	AMR-Modes  

(fixed RTP  delay)

	2-1.1
	Hoth
	Hoth
	0.01
	DL-LT-UL
	12.2 kbit/s ( 150 ms)

	2-1.2
	Car
	Car
	0.01
	DH-LT-UH
	12.2 kbit/s (150 ms)

	2-1.3a
	Car
	Hoth
	0.01
	DH-LT-UL
	12.2 kbit/s  (150 ms)

	2-1.3b
	Hoth
	Car
	0.01
	DL-LT-UH
	12.2 kbit/s   (150 ms)

	2-1.4
	Cafeteria
	Cafeteria
	0.01
	DL-LT-UL
	12.2 kbit/s (150 ms)

	2-1.5a
	Cafeteria
	Street
	0.01
	DL-LT-UL
	12.2 kbit/s (150 ms)

	2-1.5b
	Street
	Cafeteria
	0.01
	DL-LT-UL
	12.2  kbit/s (150ms)

	2-1.6
	Street
	Street
	0.01
	DL-LT-UL
	12.2   kbit/s(150ms)

	2-2.1
	Hoth
	Hoth
	0.01
	    DL-HT-UL
	12.2   kbit/s (150ms)

	2-2.2
	Car
	Car
	0.01
	DH-HT-UH
	12.2  kbit/s (150ms)

	2-2.3a
	Car
	Hoth
	0.01
	DH-HT-UL
	12.2 kbit/s (150ms)

	2-2.3b
	Hoth
	Car
	0.01
	DL-HT-UH
	12.2kbit/s (150ms)

	2-2.4
	Cafeteria
	Cafeteria
	0.01
	DL-HT-UL
	12.2kbit/s ( 150ms)

	2-2.5a
	Cafeteria
	Street
	0.01
	DL-HT-UL
	12.2 kbit/s (150 ms)

	2-2.5b
	Street 
	Cafeteria
	0.01
	DL-HT-UL
	12.2kbit/s(150ms)

	2-2.6
	Street
	Street
	0.01
	DL-HT-UL
	12.2kbit/s(150ms)


Table 14: Test conditions for conversational tests with AMR-WB 12.65kbit/s

	Cond.
	Background noise in Room A
	Background noise in Room B
	Experimental factors



	
	
	
	Target 
Frame Loss Rate
	Radio Network Condition
	AMR-WB-Modes  

(fixed RTP delay)

	3-1.1
	Hoth
	Hoth
	0.01
	DL-LT-UL
	12.65 kbit/s ( 150 ms)

	3-1.2
	Car
	Car
	0.01
	DH-LT-UH
	12.65 kbit/s (150 ms)

	3-1.3a
	Car
	Hoth
	0.01
	DH-LT-UL
	12.65 kbit/s  (150 ms)

	3-1.3b
	Hoth
	Car
	0.01
	DL-LT-UH
	12.65 kbit/s   (150 ms)

	3-1.4
	Cafeteria
	Cafeteria
	0.01
	DL-LT-UL
	12.65 kbit/s (150 ms)

	3-1.5a
	Cafeteria
	Street
	0.01
	DL-LT-UL
	12.65 kbit/s (150 ms)

	3-1.5b
	Street
	Cafeteria
	0.01
	DL-LT-UL
	12.65  kbit/s (150ms)

	3-1.6
	Street
	Street
	0.01
	DL-LT-UL
	12.65  kbit/s(150ms)

	3-2.1
	Hoth
	Hoth
	0.01
	    DL-HT-UL
	12.65  kbit/s (150ms)

	3-2.2
	Car
	Car
	0.01
	DH-HT-UH
	12.65  kbit/s (150ms)

	3-2.3a
	Car
	Hoth
	0.01
	DH-HT-UL
	12.65 kbit/s (150ms)

	3-2.3b
	Hoth
	Car
	0.01
	DL-HT-UH
	12.65 kbit/s (150ms)

	3-2.4
	Cafeteria
	Cafeteria
	0.01
	DL-HT-UL
	12.65 kbit/s ( 150ms)

	3-2.5a
	Cafeteria
	Street
	0.01
	DL-HT-UL
	12.65  kbit/s (150 ms)

	3-2.5b
	Street 
	Cafeteria
	0.01
	DL-HT-UL
	12.65 kbit/s(150ms)

	3-2.6
	Street
	Street
	0.01
	DL-HT-UL
	12.65 kbit/s(150ms)


 [Editor’s Note: Condition number and the traffic classes to be defined in the Annex]

6 Description of  VoIP Clients

6.1 
Algorithm 1: Fixed Jitter Buffer (baseline)

One of the simplest de-jitter buffer implementation is a “fixed” de-jitter buffer implementation. Here, when a packet is delayed by more than ‘T’ secs,  it is discarded and erasure is indicated to the speech decoder.  Additionally, the only speech impediments introduced by them are packet losses. The fixed buffering scheme will provide the upper bound curve for voice quality when the buffer length is selected to reach desired delayed frame rate.  Trade-off between MOS and delay for fixed de-jitter schemes is illustrated in the Figure 9.
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Figure 9: Trade-off between MOS and delay for fixed de-jitter schemes.  

A reference C code implementation can be found in the Annex [Editor’s Note:  to be provided]. A description of the code is given in the following:[Editor’s Note: source S4-060491]

6.1.1  High-level Description

The high-level functionality of the algorithm is described below.

· The first frame of the session is stored into the buffer and the decoding time is set to the reception time plus the chosen initial buffering time 

· If a subsequent frame arrives before its decoding time, it is stored into the buffer to wait for decoding. If there is no room for a new frame in the buffer, the frame is discarded and recorded as a loss due to buffer overflow. If a subsequent frame arrives after is decoding time, it is discarded and recorded as a late loss.

· If a frame is available in the buffer at its decoding time, it is decoded normally. If a frame is not available in the buffer at its decoding time, the frame is replaced by using the error concealment.

· Note that the buffer arranges the incoming frames into decoding order according to their timestamps. Furthermore, in case of duplicate frames (two or more frames with the same timestamp) only the frame with the largest size (representing the highest encoding mode) is kept.

· Also the data collection for later performance analysis proposed in [2] is supported. Two separate log files are created – one for keeping track on reception events, and another one covering the decoding events. For each received frame the collected data includes time of occurrence (TIME in the pseudo code), RTP timestamp of the frame (RTP_TS), and the reception event indication (RX_STATUS). For each decoded frame the tracked data includes time of occurrence (TIME), reception time (RX_TIME), RTP timestamp (RTP_TS), and the decoding event indication (DEC_STATUS).

6.1.2  Detailed Description

The simulation model is based on three loops – a main loop and two inner loops inside the main loop:

I. The main loop models the passing of time – at each execution of this loop the simulated “wall clock time” is increased by one clock tick. Furthermore, the other two loops – reception loop and the decoding loop – are implemented inside the main loop.

II. The reception loop is executed as many times as needed to process the new packets available at the packet input at/before current time.

III. The decoding loop is executed as many times as needed to process all frames in the buffer scheduled for decoding at/before current time.

The pseudo-code below describes the functionality of the proposed fixed buffering scheme. Furthermore, Table 15 summarises the purpose of the variables used in the pseudo code.

Table 15: Variables used in the pseudo code.

	Variable
	Purpose
	Description / usage

	current_time
	Current simulation time as clock ticks at 8 kHz
	The current time is initialised to random value – indicated by “NOW” in the pseudo code. The value is increased by one at the each execution of the main loop to simulate the passing of time.

	rx_time
	Reception time (as clock ticks at 8 kHz) of the current/next RTP packet
	The reception time is initialised to the same value as current_time. The value is updated each time a new packet is available in the packet input.

	dec_time
	Decoding time (as clock ticks at 8 kHz) of the next frame
	The value is initialised by adding the value of desired buffering delay BUFFER_DELAY for the initial value of the current_time. This variable is updated after each decoded frame by increasing the value by 160.

	rtp_ts
	RTP timestamp of the current/next RTP packet in samples 
	The value is updated each time a new input packet is captured

	frame_ts
	RTP timestamp of the current (received) frame in samples
	The frame timestamp value is set/updated when parsing a packet (containing several frames)

	next_ts
	RTP timestamp of the frame to be decoded next in samples
	The variable is used both to request the next frame in decoding order from the buffer and to detect the frames that arrive late

	end_of_input
	Indication of input speech data status
	A status variable that is initialised to value FALSE – the value is set to TRUE when the end of the input packet file is encountered.

	buffer_occupancy
	Buffer fill level in number of frames
	A variable that is used to indicate buffering status – needed for detecting the end of the simulation and to detect buffer overflows.


/* INITIALISATION */

Read the first input frame, initialise variables

/* Time measured in speech samples at 8 kHz */

rx_time = current_time = NOW

dec_time = current_time + BUFFER_DELAY

next_ts = rtp_ts

end_of_input = FALSE

buffer_occupancy = 0

/* MAIN LOOP */

WHILE  end_of_input == FALSE  OR  buffer_occupancy > 0

{

/* RECEPTION LOOP */

WHILE  end_of_input == FALSE  AND  rx_time <= current_time

  {

/* Set RTP timestamp for the frame */

frame_ts = rtp_ts

/* Loop over all frames in the packet */

WHILE  more frames in this packet

    {

/* Check frame arrival time */

IF  frame_ts < next_ts

      {

Discard the frame because it arrived late

Update RX log: TIME = rx_time; RTP_TS = frame_ts; RX_STATUS = late_loss

      }

ELSE

      {

/* Check buffer occupancy */

IF  buffer_occupancy == MAX_BUFFER_OCCUPANCY

        {

Discard the frame because the buffer is full

Update RX log: TIME = rx_time; RTP_TS = frame_ts; RX_STATUS = overflow

        }

ELSE

        {

Store the frame into the buffer

Update RX log: TIME = rx_time; RTP_TS = frame_ts; RX_STATUS = ok

buffer_occupancy++

        }

      }

/* Update RTP timestamp for the next frame */

frame_ts += 160

    }

Read the next input packet

IF  new packet available

    {

Update variables 

rx_time

rtp_ts

    }

ELSE

    {

end_of_input = TRUE

    }

  }

/* DECODING LOOP */

WHILE  dec_time <= current_time

  {

Request frame having the RTP timestamp value next_ts from the buffer, note that also the value of “rcv_time” indicating the reception time of the frame is obtained from the buffer

IF  requested frame found

    {

Decode speech or generate comfort noise (SID or SID_FIRST frame) normally

Update DEC log: TIME = dec_time; RX_TIME = rcv_time; RTP_TS = next_ts; DEC_STATUS = ok

buffer_occupancy—

    }

ELSE

    {

IF  in speech state

      {

/* Lost frame */

Invoke error concealment

Update DEC log: TIME = dec_time; RX_TIME = rcv_time; RTP_TS = next_ts; DEC_STATUS = missing_frame

      }

ELSE

      {

/* DTX */

Continue comfort noise generation

      }

    }

Update variables for decoding the next frame

dec_time += 160

next_ts  += 160

  }

/* CLOCK/TIMER UPDATE */

current_time++

}

6.1.3  Simulation Code

The simulation code is attached to this document [Editor’s note: S4-060641] and is executable in MS-DOS with  the following commond line format:

amr_dec_fix_jbm -bt <bufftime> -bs <buffsize> -if <inputfile> -of <outputfile>

where 

bt  :   set buffering time for the first packet (in milliseconds)

bs  :   set buffer size (as number of frame slots)

if   :   input RTP file in RTP-dump format (RTP-tools v. 1.18)

of   :  output as raw speech

Inputfile has the format of RTPdump format. Outputfile contains. raw speech data  of 16-bit signed integer at 8 kHz sampling rate.

Usage Example

amr_dec_fix_jbm -bt 30 -bs 8 -if test.rtp -of test.dat

would read the input RTP stream from the file “test.rtp” and store the decoded speech into file “test.dat” by using the jitter buffer having a maximum buffer depth of 8 frames and applies 30 ms of buffering delay for the first frame of the received stream.

6.3 
Algorithm 2: Adaptive Jitter Buffer
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� The frame loss refers to the loss of the RLC packets detected at the receiver





� The frame loss refers to the loss of the RLC packets detected at the receiver





� The frame loss refers to the loss of the RLC packets detected at the receiver








�David:  What do you mean by these last two items?  We should probably put in a more detailed explanation of conversational delay, and try to push the conversational delay metric here.


What �do you know the order of magnitude of jitter on the UL?  Are the retransmissions very fast?
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