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1 Introduction

The SA4 “End-to-end Multimedia Services Performance Metrics” work item is conducting a research on the performance metrics for popular multimedia services, including streaming, multimedia broadcast multicast service (MBMS), video telephony and IP multimedia subsystem service (IMS), etc. This document is an extension to the above TS, which will support and justify the results in the TS. 

In this document, we conduct performance evaluation for end-to-end multimedia services based on QoS and QoE parameters, to provide the possible operational methods for operators/service providers to guarantee the quality of the provided services. The quantitative study of QoE and QoS parameters would benefit both operators/service providers and end users as well. It would offer models and metrics for operators/service providers to better manage network capacity and deploy services. It would also guide operators/service providers to provide the best service in limited bandwidth with little latency and packet loss. 
In this document, packet-switched streaming service is taken as an example.
2  Scope

Theoretical models are introduced to study the QoE and QoS parameters. The inherent relationship between the QoE and QoS parameters of PSS is described, which provide the possible operational methods for the operators/service providers to guarantee of the service performance.
First, some general models are proposed to study the performance parameters of the multimedia services. Then, the accurate and concrete models are created to figure out the relationships of the QoE and QoS parameters.

Further, these methods and models can be extended to other multimedia services.
3 Normative references

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies.

-
A non-specific reference to an ETS shall also be taken to refer to later versions published as an EN with the same number.
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4  General models

Three classes of general models are presented including radio access network modelling, transport network modelling, node modelling. And there are two types of node models: simple node model and complex node model. These models can be used to study the performance metrics of various multimedia services and the network conditions. In this document, queuing models are introduced to get the metrics, including the delay, failure ratio and loss ratio.

4.1  Radio access network model

Some analytical models are introduced for the radio access network to evaluate some important parameters, such as the block ratio of new calls, the failure ratio of handoff calls.
4.1.1 Model description
As an example, a queuing model can be used for Streaming Service in the access cell. [1]
The new calls and handoff calls share a fixed numbers of channels in the cell, and the left channels are reserved. A new call will be connected if an idle channel is available among the sharing channels, otherwise the call is blocked. A handoff call will be connected if an idle channel is available in the cell, otherwise the call is failed.
For simplicity, assume that the arrival stream of new calls, the stream of handoff arrivals, the channel holding time for new calls and handoff calls are all of exponential distributions. Besides, the model also considers the platform failure and the base repeater failure. All failures are assumed to be mutually independent. Times to platform and base repeater failures and repair are assumed to be exponentially distributed.
The parameters’ definitions are as follows:
· 
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the channel holding time for new calls
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the channel number of each base repeater
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Now the system can be basically modelled as a queue, which can be presented by a Markov chain.
Solving the model, we can easily obtain the block ratio of new calls and the failure ratio of handoff calls.
4.1.2 The block ratio of new calls and the failure ratio of handoff calls
Solving the Markov chain, we have
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is the failure ratio of handoff calls.
4.2 Transport network model
There are two types of network: wireless network and wired network. First the average transfer delay of a packet in the wired network is analysed. In the transfer delay model, the transfer time is ignored. Then consider the transfer time of a mount of data in the whole transport network. 

The transport network is very complex and to get the transfer delay of a packet is not so easy. For simplicity, we model the transport network with a Jackson network and analysis the average transfer delay of a packet. [2]
4.2.1 Model description
We assume the packet switching network as a Jackson network to analysis the average transfer delay of a packet in the network.
· 
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:
The total load of the network from outside.
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The load on link i.
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The number of links in the network.
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The average length of a packet.
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The data transport rate of link i.

The analysis to the transfer time is very simple. The parameters used are as follows.
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The size of the data to be transported
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The mean bandwidth in wireless network
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The mean bandwidth in wired network
4.2.2 The mean transfer delay and the transfer time
Solving the transfer delay model, we have 
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is the mean transfer delay of a packet over the network.

We can easily get the transfer time:


[image: image32.wmf]tran_time

wirelesswired

DD

T

dd

=+



[image: image33.wmf]tran_time

T

 is the transfer time of data D over the wireless and wired transport network.
4.3 Node model
The work “node” there means all the entities handling data in the network including the gateway, router, and server. There are four class of traffic in the network according to 3GPP. Among all the nodes, some just handle one class of traffic or some information requests and some need to handle all the four class of traffic. According to the class of data flow handled by each node, we classify the nodes into two kinds: simple nodes and complex nodes. A simple node only handles one class of traffic or some information requests and a complex node handles all the four class of traffic.
4.3.1 Simple node model
In all the nodes related to the streaming service, we consider the web server, media server, HLR, VLR and AuC as the simple node.
Because these nodes just handle one class of traffic or some information requests, so we model a simple node as a queuing system. Solving the mode we can get the transaction delay and the data loss ratio in the node.
4.3.1.1 Model description
Assume that the data unit arrival into the node is Poisson distributed, and the transaction time of a data unit is exponentially distributed. These data units are scheduled using FIFO algorithm. And the buffer size is B (data unit). The parameters are defined as follows:
· 
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:
The arrival rate of data units.
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:
The mean transaction time to a data unit of the node.

· 
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:
The buffer size in the node.

The model is as Fig 1.
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Fig 1: A queuing model of a simple node
4.3.1.2 The transaction delay and the data loss ratio
Solving the model, we have
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4.3.2 Complex node model

In all the nodes related to the streaming service, we consider the BS, SGSN and GGSN as the complex node.

These nodes need to handle four class of data flow: conversational class, streaming class, interactive class and background class. Their delay requirements are getting stricter, and the transfer priority in a node is according to the delay requirements.  So we model the complex node as a queuing system with four queues and a single server. Solving the mode we can get the transaction delay and the data loss ratio in the node.
4.3.2.1 Model description
In the conversational class we analysis the voice traffic and in the streaming class we analysis the video traffic.
1. The voice traffic model

In the book Broadband Integrated Networks, Mischa Schwartz points out two models: fluid flow model and MMPP (Markov-modulated Poisson Process) model. Here we adopt the MMPP model. The MMPP model is as follows. [3]

The model is a queuing system and the data source is combined by several voice sources as Fig 2. Each voice source has two states: on and off. When the source is in the state on, it generates voice data with Poisson arrival or rather it is silent. The model is as Fig 3.
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Fig 2: A queuing model for voice traffic
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Fig 3: Two-state model

The parameters are defined as follows:

· 
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: 
The number of voice source in the voice model
· 
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The transfer rate from the off state to on state
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: 
The transfer rate from the on state to off state

· 
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:
The mean output data rate when the voice source is in the on state
2. The video traffic model
Also adopting the way in the book “Broadband Integrated Networks”, we define an equivalent process of the sum of M identical two state “minisources” for the video traffic of N video source. The model is as Fig 4.
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Fig 4: The model of video traffic
3. The traffics of interactive class and background class are both assumed to be Poisson arrival.
4. And because the protocol of the data link layer is ATM, so we assumed the transaction time to each class data of the node is a constant.

5. All the buffers are infinite.

So the model of a complex node is as Fig 5.
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Fig 5: The model of a complex node
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:
The transfer rate of the conversational traffic from the off state the on state.
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The transfer rate of the streaming traffic from the off state the on state.
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:
The transfer rate of the conversational traffic from the on state to the off state.
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:
The transfer rate of the streaming traffic from the on state to the off state.
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:
The output data rate when the voice source is in the on state
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:
The output data rate when the video source is in the on state
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:
The arrival rate of interactive traffic data units.
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:
The arrival rate of background traffic data units.
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:
The transaction time of the node to the conversational traffic.
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:
The transaction time of the node to the streaming traffic.
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:
The transaction time of the node to the interactive traffic.

[image: image61.wmf]4

m

:
The transaction time of the node to the background traffic.
4.3.2.2 The transaction delay
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 is the transaction delay of the conversational traffic in the node; 
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 is the transaction delay of the streaming traffic in the node;
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 is the transaction delay of the interactive traffic in the node; 


[image: image70.wmf]4

W

T

 is the transaction delay of the background traffic in the node;
5 Modelling the relationship of QoE and QoS
The models of this section aim to describe the relationship of each QoE parameter and their relative QoS parameters pointed out in the TR document. Not all the QoS parameters  are analysed with these models. It only gives some example to justify how we get the mapping between the QoE and QoS in the TR.
5.1 Service Non-Availability

5.1.1 Relative QoS and other parameters
The radio access network and the web server for service non-availability are analysed without the wireless and wired network failure and the transaction nodes in the network.

Table 1: the QoS and other parameters in our model of service non-availability
	class
	layer
	QoS
	Other parameters
	Model
	Parameters to calculate

	Radio access network
	Under transports
	Block ratio
	Number of channels
	Radio access network model
	the block ratio of new calls
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	Soft handoff rate
	
	
	

	Wireless transport network
	Transports
	Bandwidth
	Wireless transport condition
	
	

	Wired transport network
	Transports
	Bandwidth
	network load, network framework,
	
	

	Transaction node
	Base station、
SGSN、
GGSN、
HLR、
VLR、
AuC、
Web server
	Transaction rate
	Buffer size
	Node model
	Transaction failure
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	Transaction capacity
	
	
	


The first three columns are from the TR document.
Other columns means the parameters affected the QoE also, but they are not QoS parameters.

The general models used in our model are list in the column model. And the parameter to be analysed are list behind the model.
5.1.2 Model description

Ignoring the wireless and wired network failure, the failure ratio of a data unit transferred in the network can be expressed as follows:
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All the parameters’ definitions are from section 4.
5.2 Service Failure Ratio
5.2.1 Relative QoS and other parameters
The radio access network and the media server for service failure ratio are analysed, ignoring the wireless and wired network failure and the transaction nodes in the network.

Table 2: the QoS and other parameters in the model of service failure ratio
	class
	layer
	QoE
	Other parameters
	Model
	Parameters to calculate

	Radio access network
	Under transports
	Block ratio
	Channels
	Radio access network model
	the failure ratio of  handoff calls
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	Soft handoff rate
	
	
	

	Wireless transport network
	Transports
	Bandwidth
	Wireless transport condition
	
	

	Wired transport network
	Transports
	Bandwidth
	network load, network framework,
	
	

	Transaction node
	Base station、
SGSN、
GGSN、
HLR、
VLR、
AuC、
Media server
	Transaction rate
	Buffer size
	Node model
	Transaction failure
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	Transaction capacity
	
	
	


5.2.2 Model description

Ignoring the wireless and wired network failure, the failure ratio of a data unit transferred in the network can be expressed as follows:
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All the parameters’ definitions are from section 4.
5.3 Initial Connection Time

5.3.1 Relative QoS and other parameters
We analyse the wireless and wired network transfer delay and time, and all the relative transaction nodes’ transaction delay for initial connection time, disregarding radio access network’s delay.

Table 3: the QoS and other parameters in our model of initial connection time
	class
	layer
	QoE
	Other parameters
	Model
	Parameters to calculate

	client
	Application
	Frame size
	Buffer size
	
	

	Radio access network
	Under transports
	Access delay
	Channels
	
	

	Wireless transport network
	Transports
	Bandwidth
	Wireless transport condition
	Transport network model
	Transfer time
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	Transport delay
	
	
	

	Wired transport network
	Transports
	Bandwidth
	Packet size, network load, network framework, total transport data size during the connection procedure ( related to the protocols)
	Transport network model
	Transfer time
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Transfer delay
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	Transport delay
	
	
	

	Transaction node
	Base station、
SGSN、
GGSN、
HLR、
VLR、
AuC、
Web server、
Media  server
	Transaction delay
	Buffer size
	Node model
	Transaction delay
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	Transaction rate
	
	
	


5.3.2  Model description
The initial connection time (
[image: image85.wmf]connect
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) can be considered as a function of the transfer delay and the transfer time in network and the transaction delay in all the relative transaction nodes. We can get the expression as follows:
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 varies in the same manner as all the parameters.
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All the parameters’ definitions are from section 4.
5.4 Initial Buffering Time

5.4.1 Relative QoS and other parameters
We analyse the wireless and wired network transfer delay and time, and all the relative transaction nodes’ transaction delay for initial buffering time and ignore radio access network’s delay.

Table 4: the QoS and other parameters in our model of initial buffering time
	class
	layer
	QoE
	Other parameters
	Model
	Parameters to calculate

	client
	Application
	Frame size
	Buffer size
	
	

	
	
	Frame rate
	
	
	

	Radio access network
	Under transports
	Access delay
	Channels
	
	

	Wireless transport network
	Transports
	Bandwidth
	Wireless transport condition
	Transport network model
	Transfer time
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	Transport delay
	
	
	

	Wired transport network
	Transports
	Bandwidth
	Packet size, network load, network framework, total transport data size during the initial buffering ( related to the protocols , client’s buffer size, the frame size and the frame rate )
	Transport network model
	Transfer time
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Transfer delay
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	Transport delay
	
	
	

	Transaction node
	Base station、
SGSN、
GGSN、
Media  server
	Transaction delay
	Buffer size
	Node model
	Transaction delay
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5.4.2  Model description
The initial connection time (
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) can be considered as a function of the transfer delay and the transfer time in network and the transaction delay in all the relative transaction nodes. We can get the expression as follows:
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And 
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 varies in the same manner as all the parameters.
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All the parameters’ definitions are from section 4.
5.5 Re-Buffering Frequency
5.5.1 Relative QoS and other parameters
The rebuffering is a important metric to reflect the network’s condition. The majority of QoS parameters affect it.

The model analyse the QoS parameters’ effect in the application and transports layers.

Table 5: the QoS and other parameters in our model of service rebuffering frequency
	class
	layer
	QoE
	Other parameters
	Model

	client
	Application
	Frame rate
	Buffer size
	Model the whole transport process

	
	
	Frame size
	
	

	
	
	Frame loss ratio
	
	

	
	
	Frame error ratio
	
	

	Radio access network
	Under transports
	Access delay
	Channels
	

	Wireless transport network
	Transports
	Bandwidth
	Wireless transport condition
	

	
	
	Transport delay
	
	

	
	
	Jitter
	
	

	
	
	Packet loss ratio
	
	

	
	Under transports
	Frame loss ratio, Frame error ratio, Frame discard ratio, Residual bit error ratio 
	
	

	Wired transport network
	Transports
	Bandwidth
	network load, network framework
	

	
	
	Transport delay
	
	

	
	
	Jitter
	
	

	
	
	Packet loss ratio
	
	

	
	Under transports
	Frame loss ratio, Frame error ratio, Frame discard ratio, Residual bit error ratio 
	
	

	Transaction node
	Base station、
SGSN、
GGSN、
Media  server
	Transaction delay
	
	

	
	
	Transaction rate
	
	


5.5.2 Model description
Assumed the send data is initially distributed of 
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. After the transportation, affected by the frame loss rate, the frame error rate, bandwidth and delay, the data is distributed of 
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 at the end. Here delay means transfer delay and transaction delay. The model is as fig 4. 
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Fig 4: the model of transportation
The effect of frame loss rate and frame error rate on the send data are the same. So we can assume that the data become 
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[image: image112.wmf]()

t

F

 because of the delay at last. The functions 
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 can be analysed after our simulation. 
The initial data size in the buffer 
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. When the data in the buffer exceed 
[image: image117.wmf]0

B

, the player starts to play, and when data is less than 
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, the rebuffering starts. The frame rate is V when it is playing.
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means the amount of arrival data, so 
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is a monotonic increasing function. So its inverse function exists. 
When 
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[image: image124.wmf]'

-1

0

(-())

t

Bv*t

FB

£

-


So the rebuffering frequency is: 
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 is the indicator function: 
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 is the total time to test.
5.6 Re-Buffering Time
5.6.1 Relative QoS and other parameters
The model is the same as 5.5.
5.6.2 Model description

The rebuffering time of this time is:
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And the mean rebuffering time is: 
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