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1.
Overall Description

SA4 would like to thank RAN for the LS on characteristics for applications in terms of data loss. 
In the action section of their LS, RAN requested SA1 and SA4 to inform TSG RAN to provide SA2, RAN2 and RAN3 with detailed information on the following:
Q1: What are the characteristics of typical applications and their respective requirements on transport layers and mobility schemes in terms of handling data loss introduced due to mobility.

Q2: What is the tolerance of TCP to data loss, and the consequence of data loss on TCP performance at different bit rates

Q3: Are there specific aspects which would need to be taken into account for applications such as packet video applications i.e. which would differ from VoIP requirements, in terms tolerance to data loss

Q4: same question as Q3 on data loss for Gaming applications, for which RAN WG2 already sent a request for their characterisation
2.
SA4’s Response to Requested Actions
SA4 would like to provide the following response to the requested actions, specifically to the above questions.
Answer to Q1: What are the characteristics of typical applications and their respective requirements on transport layers and mobility schemes in terms of handling data loss introduced due to mobility?
SA4 views the guidelines in TS22.105, section 5.5, on Supported End User QoS as a reasonable starting point for the discussion on this subject. However, SA4 would like to provide additional information.
1) For conversational services:
TS 26.236 Annex B gives some information on the QoS expected for conversational services. It is expected that this QoS is maintained when data losses are introduced due to mobility. In summary:
· VoIMS: 

Residual BER
10-5

SDU error ratio
7*10-3

Transfer delay
100 ms
· Unidirectional video
Residual BER
10-5

SDU error ratio
10-3

Transfer delay
250 ms
· Video telephony (PS)
Residual BER
10-5
SDU error ratio
10-3

Transfer delay
100 ms

Also, SA1 recently requested SA4 to inform SA2 on the interruption time requirements for voice service handover. In a response to this request, SA4 sent an LS to SA1 and SA2 from SA4#38 in document S4-060168. The LS is attached to this document, the summarized guidelines are as follows:

· Interruption times at the application layer should be minimized as much as realistically possible;

· Interruptions should be as infrequent as possible;

· The average Frame Erasure Rate seen by the decoder during a call should be less than 1% taking into account the handover interruptions;

· It is not possible to set a maximum recommended limit to the interruption time. However, outside silence periods:

· Losing 80ms of speech will most probably affect intelligibility;

· Losing 20ms of speech, if not properly concealed by BFH, may affect short syllables and affect intelligibility in critical content (e.g. digits);

· Losing from 40 to 80ms of speech may  affect syllables or even short words. 
2) For Streaming services
· PSS

TS 26.234 Annex J gives some information on the QoS expected for streaming services onto point to point bearers. It is expected that this QoS is maintained when data losses are introduced due to mobility:
Residual BER
1*10-5

SDU error ratio
1*10-4 or better

Transfer delay
2 sec.
In the case of PSS we expect Link level protocols to use up the allowable delay to recover lost packets during PS HO
· MBMS

TS 22.105 does not address delivery over MBMS. SA4 has specified download and streaming delivery services for MBMS in TS26.346 which mandates the support of application layer forward error correction in terminals for both delivery services. By appropriate dimensioning of this FEC, rather significant loss rates and outages can be overcome. The dimensioning of the FEC is quite flexible and almost exclusively left to the network. Outages may be recovered by setting an appropriate FEC protection period.
In the download context, the protection period can be quite long and is really only limited by the terminal memory.
In the streaming context, a too long protection period has a negative impact on MBMS Bearer switching delay (channel switching time in the case of Mobile TV).
Answer to Q2: What is the tolerance of TCP to data loss, and the consequence of data loss on TCP performance at different bit rates?
TCP is a re-transmission based, reliable transport protocol. In so far, it is not as affected by packet losses than non-reliable transport protocols such as UDP (which is used in RTP-based media transport). TCP has issues with packet losses and filling up the channel bitrate when its unmodified congestion control algorithms are employed. SA4 is not in the position to comment on the deployment of these or more optimized algorithms. The IETF’s TSVWG and TCPM working groups may be in the position to comment with more authority. However, we can volunteer the following information on a best effort basis:

TCP implementations compliant with IETF’s congestion control principles and algorithms (e.g. TCP Westwood) assume that loss is a result of network congestion (only). To reduce the network burden and ultimately to prevent an Internet meltdown, the Westwood algorithm (and earlier TCP congestion control algorithms) increases the interval between packet sending times by a factor of two, when the loss rate exceeds a variable, adaptive threshold. Over a fixed bitrate link, in practice, this results in a reduction of the bit rate by 50%. The interval can be ramped down  (yielding higher sending bit rates), until another packet loss increases the interval again.  This results in a saw-tooth like sending bitrate behaviour. 

The use of TCP Westwood (or similar algorithms) is not enforced by 3GPP and left to the implementation. The academic literature advocates different schemes for wireless applications that are more tolerant towards losses.
Answer to Q3: Are there specific aspects which would need to be taken into account for applications such as packet video applications i.e. which would differ from VoIP requirements, in terms tolerance to data loss?
Packet video applications in SA4 are include in packet-switched streaming services (PSS), packet-switched conversational services (PSC), and multimedia broadcast multicast services (MBMS). Requirements in these services are obviously quite different.

· For unicast streaming services TS26.234 does not mandate any specific error control techniques though options are provided. However, since delay is in general not critical for streaming application, SA4 expects that loss rates close to zero can be achieved by the use of appropriate lower layer protocols outside the control of SA4. However, it is worth to mention, that streaming video applications can recover from infrequent losses and outages.

· For conversational video applications, requirements on frame erasure rates of 1% and lower as included in TS22.105 have been verified in recent investigations. However, video does not have the intelligibility problems of speech (compared to the analysis in S4-060168) and is thus less susceptible to longer outage bursts than speech. Usually, for example a frozen frame is acceptable, if it happens infrequently.

· For MBMS, the generic answer to question 1 also covers packet video applications.
Answer to Q4: same question as Q3 on data loss for Gaming applications, for which RAN WG2 already sent a request for their characterisation?
SA4 have not conducted specific work on robustness of gaming applications so far. However, from publicly available information we can classify gaming applications and give you some element of answers with regards to their QoS requirements. Here is a suggested classification of online games:
· FPS: First Person Shooters (e.g. Counter-Strike)

· MMORPG: Massive Multi-Player Online Role Playing (e.g. World of Warcraft)
· RTS: Real-Time Strategy (e.g. Age of Empires)
· Other non time critical games like e.g.
· Arena games without real interactivity between players (e.g. Track Mania Nations)
· Non time critical games involving several online players (e.g. Chess)
As far as we are aware, FPS games use UDP/IP, while MMORPG, RTS, and other games use TCP/IP (see Kuan-Ta Chen et al. “Game Traffic Analysis: An MMORPG Perspective”).
Latency requirements are obviously different for each category. For FPS, MMORPG and RTS, the traffic of gaming session contains both time critical and no time critical information. This traffic usually employs small and highly frequent UDP or TCP packets. E.g. for FPS a ping of less than 100ms is usually required. (Henderson, http://www.cs.ucl.ac.uk/staff/T.Henderson/docs.html “Latency and User Behavior on a multiplayer games server”).  For MMORPG and RTS the latency is also important but less critical for the user. For other types of games typical interactive QoS is required.

With regards to robustness, as far as we are aware, FPS generally uses proprietary protocols based on UDP/IP. Robustness to packet losses are therefore mainly relevant to FPS. Some studies claim that “users rarely even notice packet losses even as high as 5%” (Tom Beigbeder,  et al. “The Effects of Loss and Latency on User Performance in Unreal Tournament 2003”). Other publication recommend a maximum of 1% packet loss for gaming traffic (Jim Tomcik 
 “QoS for Evaluation Criteria Gaming Models”, IEEE 802.20).
Finally, outage periods during PS HO are probably an issue with FPS but we have no data available on this kind of loss pattern. We would be happy to infom you if we get more information. 
3. 
Actions

To SA2, RAN2 and RAN3

SA4 kindly asks SA2, RAN2, and RAN3 to take the above guidelines considerations into account. 
To RAN2, RAN3 and RAN4

SA4 would like to understand the current design targets for loss rates and link outages to evaluate the impacts on the transmission protocols further.
To SA1


SA4 kindly asks SA1 to keep SA4 informed on additional information on the above questions.

4. 
Date of Next TSG-SA4 WG4 Meetings:

TSG-SA4 Meeting #40 
28th August – 1st  September 2006
Sophia Antipolis, France.
TSG-SA4 Meeting #41 
6th November – 10th November 2006
Athens, Greece.

