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1. Introduction

For the work item “Performance Characterization of the Optimized Jitter Buffer Management over VoIP Service”, an algorithm of managing the virtual jitter buffer is presented by [1]. The following is a demonstration of its implementation for AMR-WB and G.711. 

2. Overview of the Operation

VAD (voice activity detection) on current frame and on previous frame to discriminate SPEECH frames and SILENCE frames. At the beginning of a talk spurt, frames are extended, the stretch factor is VAD_F_EXTEND. Frames are extended until the virtual buffer reaches the desired level: BUFFER_THRESHOLD. At the end of a talkspurt, frames are compressed, the shrink factor is VAD_F_COMPRESS.

The following rules apply at the transition point between the speech and silence:

· silence to speech: if the accumulated delay  less than the target delay, then 

stretch, using the max allowed stretching factor.(x2 here)

· silence to silence: if accumulated delay is zero, stretching  factor is reset to 1.0, since the buffer is emptied (no more shrink required)

· speech to speech: if the accumulated delay greater than the target delay,  then reset the stretching factor to 1.0, since there is sufficient buffering (no more stretch required)

· speech to silence: if accumulated delay greater than 0 then shrink, using max allowed shrink factor (x0.5 here)

An implementation of the rules in C code is given in the following:

Reference code developed by Antonio Servetti c/o Polytechnic of Turin.

// init

vad_prev = VAD_SILENCE;

vad = …

// main loop
switch (vad_prev) { 

case VAD_SILENCE:

  switch (vad) {

    case VAD_SPEECH: // silence to speech: stretch        


        if (TimeOffset <= BUFFER_THRESHOLD) f=VAD_F_EXTEND;
        break;

      case VAD_SILENCE: 
// silence to silence: do nothing
        if (TimeOffset <= FRAMELEN) f=1.0;
        break;

    }

    break;

  case VAD_SPEECH:

    switch (vad) {

      case VAD_SPEECH: // speech to speech: enough buffer?
        if (TimeOffset >= BUFFER_THRESHOLD) f=1.0;
        break;

      case VAD_SILENCE:
 // speech to silence: shrink
        if (TimeOffset >= FRAMELEN) f=VAD_F_COMPRESS;
        break;

    }

    break;

}

TimeOffset += FRAMELEN*(1-f);

vad_prev = vad;

Note: the output of the scaling algorithm is never exactly as specified by the stretching factor f; hence the control algorithm must take into account the difference between the ideal target time offset and the actual accumulated time offset.

It is readily seen that the major issue here is to determine the appropriate parameters in the algorithm. Therefore, it is clear that adaptation of the parameters to the packet statistics will provide optimizations and enhancements.   For instance, by given appropriate metrics:

· BUFFER_THRESHOLD can be computed based on network jitter statistics.

· VAD_F_COMPRESS can be set to 0 for silence frames.

· VAD_F_EXTEND can be lowered to get higher quality.

3. Demonstration 

Audio demos are included in the attached presentation. Original audio files are PCM 16 bits/sample sampled at 16 kHz.

Voice activity detection has been done using the VAD included in AMR-WB.  The hangover length has been set to 0 to enhance reactivity at the end of talk spurts. The AMR Wideband Codec specified in 3GPP TS26.173 / ITU-T G.722.2, Aug 25, 2003, version 5.8.0 has been used.

Virtual buffer parameters: the buffer threshold has been set to 250 msec.; the extend factor was set to 2 (200% of original size); the compress factor was set to 0.5 (50% of original size). These extreme stretching and shrinking factors have been intentionally chosen to clearly show the effects of the algorithm.

The algorithm has been applied to original audio files, AMR-WB decoded audio files and G.711 decoded audio files. This has been done to test the effect of lossy compression.

G.711 u-law encoding has been done with audio files down-sampled to 8 kHz. Decoded files have been up-sampled to 16 kHz. AMR-WB encoding has been done at 12.95 kbit/s.

Three audio files have been tested, taken from NTT Multi-lingual speech database (wideband speech). The recording was conducted in compliance with the ITU-T P.80 recommendation.

· AM01F_059_060.wav: AM01F059.STP + AM01F060.STP 

· AM01M_011_012.wav: AM01M011.STP + AM01M012.STP 

· AM02M_011_012.wav: AM01M001.STP

[image: image1.png]Virtual buffer
250 msec

2x slow downN

0.5x speed up
15

AMO1F_059_060





[image: image2.png]Virtual buffer
250 msec

AMO1M_011_012

2x slow downN

0.5x speed up
15

-10

-15

100

200

300

a00

500

600

700

00




[image: image3.png]Virtual buffer
250 msec

2x slow downfv

0.5x speed up
15

AMO2M_011_012





4. Conclusion

The results demonstrate the feasibility of the principle for the given parameters. There is room for further optimization and the performance can be improved using metrics that are measurable and practical.  For the current stage of development, the presented results should be included in [2] as a benchmark.

5. Reference

[1]  S4-060816, “Pseudo-Code of VJBM”, Lucent.

[2]   S4-060209 “Draft  TR for JBM”





































