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1 Introduction
The document S4-050077 contains the draft proposed video simulation conditions for 3GPP MBMS. We would like to thank Nokia for the compilation of this process. We believe that the process defined in here is general enough to be applied at least in major parts also for other services than MBMS. Therefore, MBMS specific issues are removed. Some adaptation is necessary and some comments and additions will be made. Text directly copied from S4-050077 from Nokia is included in blue. We believe that separate test conditions for different applications should be defined. Some notes will be added for different applications.
2 Original video sequence

Tour of Glasgow.  The capture rate of the test sequence used is 25 Hz.  For consistency with common video codec research, however, a 30 Hz timebase is assumed, so to be able to use 15 Hz coded picture rates by simple temporal down-sampling without interpolation.  It should be noted that the original sequence, as distributed by the University of Glasgow, is already down-sampled to 15 fps -- no further down-sampling is required.  The picture size of the test sequence is QCIF (176x144).  The color format is YUV 4:2:0, with 8 bits per sample.

Other typical sequence should be added:

For PSC: Foreman, Carphone, other conversational services.
For PSS: A longer sequence reflecting scene changes as well as scenes of varying complexity.

For MBMS: Sports sequences, e.g. football, soccer, Stefan, etc., and, if available, a small set of typical commercials.
3 Encoding

3.1 General

· All test sequences shall be encoded at a constant picture rate of 15 fps.  In other words, no picture skips are allowed
· The bitrate of the bitstreams must comply with S4-040438 (taking into account the bitrate for FEC, if any).

· The contributor shall provide a description of the bitrate control algorithm.

· Random access point interval must be no longer than 5 seconds. 

For some application like PSC the rate control should be part of the investigation.
In any case buffer constraints should be taken into account.

No specific random access period should be specified.

The frame rate should be flexible, but it also should be taken into account in the quality measure. In particular, picture rates down to 7.5 fps and upt to 30 fps should be considered according to the wide bit rate range from a few tens of kbps in GERAN up to 256 kbps in UTRAN.
4 Packetization

4.1 H.264 over RFC 3984

As stated in section Fehler! Verweisquelle konnte nicht gefunden werden., only a single picture and sequence parameter set shall be used.  These two parameter sets shall be placed in the first two NAL units of the bit stream.  Furthermore, these two NAL units shall not be subject to erasures -- in other words, the first two RTP packets shall be conveyed before the simulation of the erronous channel starts.  No further parameter set NAL units shall be placed into the bit stream.

Note: In real-world environments, the reliable transmission of parameter sets is achieved by the means of control protocols.  The simulation of control protocols is out of scope of the testing effort. 
Different packetization schemes might be taken into account.

For PSC, MTAPs should be excluded.

For MBMS, NAL unit fragmentation should be considered. 

5 Bit rates

Four bitstreams of the same original sequence shall be coded such that the packet stream bit rates are approximately 24, 48, 72, 96 kbit/s.  Approximately is defined here as +0% -5% for the whole sequence.  

The bit rates specified above shall include the video data bits, RTP payload overhead, IP/UDP/RTP header overhead (assuming RoHC as discussed below), FEC payload, and FEC data overhead for the video channel when applicable.  In other words, all data required above layer 2 for the transport and repair of the video data is included in the bit rate figures.  

Since RoHC is assumed, a header overhead of 10 bytes for IP, UDP and RTP headers, excluding the RTP payload headers, shall be accounted for.  Here, RTP payload headers refer to both the video payload headers and meta payload headers (such as FEC) if a meta payload is employed.

Note: The choice of a reasonable header overhead is critical to prevent unrealisticly short slices, which may be good for error resilience but are excessive in terms of (packetization and other) overhead.  The value is chozen by taking into account that that RoHC's overhead is very undeterministic and highly dependent on the perceived channel conditions, and that non-compressed headers have to be transmitted frequently to allow for the tune-in of RoHC's mechanisms.
In any case the bitrates and overhead should be handled such that they reflect the transmission conditions. Any dynamic information from the lower layers to control the bitrate should be excluded except that there is a justification added.
6 Channel Simulation

This needs to be specified.  Some information was provided in Tdoc S4-04582; however, we do not consider that specification as sufficiently well defined and detailed.
We agree on this statement. However, it is also important to understand that we cannot provide an exact replica of the real world in simulations. We have to find agreeable models which reflect the effects in terms of error rates, delays, and bit-rates rather than trying to find very detailed model which also only can extract a small subset of the reality. 
7 Presentation of Objective Results

7.1 The problem of objective result reporting in MBMS

The report of objective video quality results for MBMS bears problems unique to MBMS, stemming from the anticipation that the video elementrary stream in MBMS will use a partly reliable transmission service.

It is expected that FEC will protect MBMS traffic, with FEC block sizes several seconds long.  It makes sense for an operator to select a FEC strength sufficient so that the majority of users will receive most of the data, after FEC, uncorrupted.  Hence there seems to be very little reason to add a high amount of error-reslience-related redundancy in the video source coding.

Under the assumption above, one can expect two cases of perceived video quality, changing only at FEC block boundaries:

· High quality after the reconstruction of an error free bit stream (due to FEC)

· Very low quality due to reconstruction of video from a bit stream that contains too many errors to be correctable by FEC.  This quality can detoriate to a state where no video at all is reconstructed, for example when the IDR/Intra frame at the begin of the FEC block has been lost and no other IDR/Intra frames are present in the FEC block.

We believe that there is very little point in averaging the dramtically different PSNR values resulting from so different reconstruction scenarios.  Hence we propose to report the average PSNR values for both cases independently.  Furthermore, we propose that the distribution of corrected/uncorrectable FEC blocks over time be reported.

7.2 Definition of the quality metric

Until a more suitable metric is agreed on, the PSNR calculated over all pixels of a picture shall be used as the basic quality metric, despite it's known shortcomings.  [Add formula of PSNR]?

The term Modified PSNR is defined as follows: The PSNR is computed for each and every original frame (at maximum frame rate which is defined for each source sequence) such that if no coded frame is received or displayed at the decoder in regular frame interval, the previous frame is repeated in PSNR calculation. 

Note: This implies that more than one PSNR value might be calculated for a single reconstructed frame (against different source frames) in a scenario where one or more coded source frames are lost.

Note: the Modified PSNR penalizes lost frames regardless of whether they were intentionally not coded or lost in transmission.
We object to the idea to include the skipped pictures in the PSNR computation. Obviously the lost pictures should be included. However, the inclusion of skipped ones has two negative effects: The PSNR gets very low and it is hard to compare to encoding distortion. The PSNR also depends very much on the sequence and the difference between different technologies is vanishing as the intermediate badly weighted frames are not counted sufficiently. We propose to average over coded frames only assuming that the video is encoded at constant frame rate and to take into account the frame rate in a different measure. 
7.3 Objective results to be reported

The following data shall be provided for all permutations of sequences, bit rates, and error patterns as defined earlier:

1. Average luma and chroma Modified PSNR assuming error-free transmission.
We believe that chroma is not necessary.
2. Average luma and chroma Modified PSNR under error prone conditions for the FEC blocks with correctable errors.
3. Average luma and chroma Modified PSNR under error prone conditions for the FEC blocks with uncorrectable errors.

4. Number of corrected/uncorrectable FEC blocks, and plot of correctable/uncorrectable FEC blocks over time.

5. Bitrates of a) video elementary stream, b) RTP encapsulated video elementary stream without FEC overhead, but including Ipv4 uncompressed headers, c) Full TRP stream including FEC and uncompressed RTP/UDP/IPv4 headers, d) as c) but assuming header compression 

6. Rate-Distortion plot (Luma Modified PSNR) of 2. wherein the rate includes RTP and FEC overhead and uncompressed Ipv4 headers.

7. Plot of Luma PSNR as a function of time for error-free and corrupted streams (in a single plot), for every ten'th original frame, Excel format.  

8. Number of coded and reconstructed frames.
This has to be aligned for the different applications. Input document 348 deals with these issues.
8 Presentation of Subjective Results

Subjective presentations of results shall be available at face-to-face meetings, but it is at the meeting's discretion to allow presentation.  Side-by-side presentation of each stream under error prone and error free conditions must be possible without undue delay.  Proponents may bring other forms of presentations as they deem compelling.

In order to streamline the presentation process, it is suggested (but not required) to generate streams playable with commonly used media players.  It is further suggested that these streams contain syncrhonized side-by-side playback, so that no synchronzied play back needs to be set up with player tools.  If a compressed format (e.g. MPEG) is used for presentation, the bit rate must be at least five times as high as the bit rate of the stream under consideration.

9 Verification of the Results

The contributor has to provide to SA4:

· Error-free encoded elementary video bitstreams without packetization

· Error-free packet streams. Format of the packet streams: A series of “packets” consisting of the following: 2 bytes of RTP/UDP/IP packet length (in network byte order), a dummy, uncompressed RTP/UDP/IPv4 header including correct values of RTP timestamp, sequence number, and marker bit, and a valid RTP payload. 

· Video packet streams (after depacketization, i.e. including packet losses) and a file of RTP timestamps (ASCII-coded in a text file, one RTP timestamp per row) for each picture in the bitstream. 

All streams should be decodable using the reference software, and the objective results when decoding them with the reference software must match those reported in section 7.  If the streams are not decodable with the reference software, a compelling reason must be given (for example: introduction of new syntax elements).  

Note: A simple statement "the reference software crashes" is not considered a compelling reason.

.It is suggested that proponents find at least one other 3GPP member company to independently verify proposals.  If such a verification is performed, it shall be reported in a separate document.

� Contact Person: Thomas Stockhammer (stockhammer@nomor.de).





