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1. Introduction

In this document, we give a complete specification of the use of Reed-Solomon codes for providing application layer FEC for MBMS streaming and download services. 

RS codes are well known erasure correction codes that have been successfully deployed in other broadcast standards like DVB-H [1]. 

2. RS Code Construction

An RS code can be described by the parameters block length N, dimension K, symbol length n (in bits/symbol), the code generator polynomial g(x) and a field generator polynomial p(x). The block length and the symbol length are related as 
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However, when used for erasure correction based on a software implementation alone, alternate specifications could be used. For example RS code constructions based on Vandermonde matrix [1] or Cauchy matrix [2, 3, 4] are efficient for software implementation of RS erasure decoding. Open source implementations of the two implementations are available at  [5,6].

For MBMS streaming applications, systematic FEC is a mandatory requirement [12]. For MBMS download applications, systematic FEC is recommended. Hence we provide a specification for a systematic RS code. 

A (N, K) systematic RS codeword thus consists of K source symbols and (N-K) repair symbols. The software implementations are based on generator matrices with special structure, like Vandermonde matrix or Cauchy matrix. 

For systematic encoding, the Vandermonde generator matrix is transformed into its systematic version, where first K columns form an identity matrix. 

The generator matrix based on Cauchy matrix is already in systematic form.

In software implementations, for fast encoding and decoding, it is advantageous to choose a symbol length of 8-bits. This results in an RS code over GF (256) with a block length N <= 255 octets. We recommend the use of 1-byte symbols for MBMS. RS codes of shorter block lengths and dimensions can be obtained by puncturing and shortening the mother code with N = 255. A punctured code is a (N-L, K) code obtained from a (N, K) mother code; a shortened code is a (N-L, K-L) code obtained from a (N, K) mother code. With the software implementation [1] of RS-FEC code over GF(256) , it is possible to obtain an RS code of any shorter block length and dimension with a granularity of 1.

The encoding and decoding algorithms were presented with simple examples in [8]. In this document, we summarize them. For more details refer to [1,8].

3. Encoding 

A systematic RS codeword is obtained by multiplying a message vector of K symbols with a systematic RS generator matrix. The additions and multiplications involved in the encoding process are all performed in GF(256) arithmetic.

4. Decoding 

Decoding is possible if any K of the N symbols in a RS codeword are received.

Decoding of each RS codeword is performed according to an implementation [1] based on Vandermonde matrix as follows:

1. K columns of the systematic Vandermonde matrix (corresponding to the positions of the received K symbols) are appended to form a KxK square sub matrix.

2. Invert the sub-matrix formed above.

3. Multiply the vector of K received symbols with the inverted matrix.

4. The result is the message vector of K symbols. Thus the missing symbols in the message vector are recovered.

5. Packetization, Source-Blocking and Interleaving for MBMS download services

a. 1-D RS Codes
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Figure 1: Source-Blocking and Systematic Encoding schemes for RS- FEC for MBMS file 

download: the dotted line shows a single systematic RS codeword consisting of K source symbols and (N-K) repair symbols

i. Determine FEC parameters

A source file of size F Bytes is split into KK equal size packets of S bytes each. For example, F = 3 MB, S = 512 Bytes, then KK = F/S = 3*1024*1024/512 = 6144 packets.

The FEC overhead OH is pre-determined, for example, 10%, 20%, 30% etc.

For the above example, assuming an OH = 30% and N=255, we get M = KK*(1+OH)/N = 32 source blocks.

Determine K = ceil(N/(1+OH))

For the above example, K = ceil(255/1.3) = 197

           Thus we use a (255, 197) RS code in this example.

ii. Generate Source and Repair Packets

Collect K source packets of size S bytes each from the source file. 

Generate (N-K) repair packets of size S bytes each by applying (N, K) RS code across the columns as shown in Figure 1.  In each source block there are K = 197 source packets and N-K = 58 repair packets. 

Repeat this step until all source packets are exhausted. It may happen that the last source block may have fewer than K source packets. In this case, add zero padded packets to get a total of K source packets in the last source block. The zero padded packets need not be transmitted. The receiver can determine the number and locations of the zero padded packets from the file size and the FEC parameter K of the code.

iii. Determine the FEC Payload ID

FEC Payload ID consists of the pair source block number (SBN) and encoding symbol Id (ESI) of the packet.

(SBN, ESI) pair uniquely identifies each packet that belongs to this object. This is useful for source blocking at the decoder. 

Set SBN = 1 for the first source block.

Increment SBN by 1 for each consecutive source blocks. 

In each source block, set ESI = 1 for the first source packet.

Increment ESI by 1 for each consecutive source packet.

The last source packet in the block has ESI = K.

           Set ESI = K+1 for the first repair packet.

Increment ESI by 1 for each consecutive repair packet.

           The last repair packet in the block has ESI = N.

iv. Packet Transmission Schedule

The packets could be transmitted in any order. The FEC payload ID could be used at the receiver to place the packet at the correct position in the right source block.

If there are no bursty packet losses, then packets may be sent sequentially in the increasing order of the (SBN, ESI). It could be advantageous to send the packets in a block-interleaved order for evenly spreading the bursty packet losses among all source blocks.  For example, one can transmit the first packet of each source block, followed by the second packet, etc. Any other packet transmission scheduled could be used, for example random packet transmission schedule.

Other possible source blocking algorithms that result in multi-dimensional RS codes are proposed in [10,11]. The source blocking algorithm described in Figure 1 is a special case of n-dimensional RS codes with n=1.

b. 2-D RS Codes

2-D RS codes can use shorter block lengths in each dimension, thus reducing the decoding complexity. The loss in performance due to the use of shorter block lengths is compensated by FEC protection along two dimensions. 

Source blocking for 2-D RS codes is described below. Figure 2 illustrates the source blocking for 2-D RS codes.
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Figure 2: Source-blocking for 2-D RS Codes. Each element is a packet of size S bytes. Each row OR column is equivalent to a source block of 1-D RS code shown in Figure 1.
i. Determine the dimensions of the 2-D grid. 

Determine KK, the total number of source packets in the file as explained in section 5.b.i.

Define L1 = N1 – K1, the number of repair packets along each row.

L2 = N2 - K2, the number of repair packets along each column.

Now we need to determine the dimensions of the 2-D grid. 

Select K1 and K2, such that K1 ( K2 ≥ KK. 

Select the FEC overhead in each direction:
 
OH1 = L1 / K1
 
OH2 = L2 / K2. 


The total FEC overhead OH is then given by 


OH = (L1 ( K2 + K1 ( L2 + L1 ( L2) / (K1 ( K2).


Without using the parities over parities the overhead is reduced to


OH = (L1 ( K2 + K1 ( L2) / (K1 ( K2).

Determine N1 and N2. 

Use the RS code over GF(256) in both directions. Thus the symbol size is 1-byte even though though N1, N2 are less than 255.

The RS code parameters (N1, K1) and (N2, K2) shall be signaled as part of the FEC-Object Transmission Information.

For the 1-D RS code, N1=255, K1 = 197, N2 = 32, K2 = 32, L2 =0 i.e., no repair/redundant packets in the second dimension.

ii. Generate Source and Repair Packets

Arrange source packets in a two dimensional grid. Each element in the grid is a source packet that protrudes in the third dimension. 

The (N1, K1) RS code is first applied along the rows, and then (N2, K2) RS code is applied along the columns of the 2-D grid.

Each symbol of the source packet undergoes exactly same encoding process in order to generate the repair symbols that form the repair packets.

From each row of K1 source packets, (N1-K1) = L1 repair packets are generated and appended to that row of the source block.

Thus there are K2 rows of N1 packets each.

Now from each column of K2 source packets, (N2-K2) = L2 repair packets are generated and appended to that column of the source block.

In addition, from each column of the (N1-K1) repair packets, (N2-K2) repair packets may be generated and appended to that column. Thus these are repair packets over repair packets.  

iii. Determine the FEC Payload ID

The (SBN, ESI) pair of source and repair packets is determined as follows:

Very large files may be split into more than one 2-D grid. SBN field in the FEC payload ID indicates the specific 2-D grid to which the packet belongs.

The ESI of the packet identifies the position of the packet within the 2-D grid. 

Since the codeword lengths N1 and N2 are limited to 256, utmost two octets are sufficient to describe the row and column indices of the packet. The first octet shall indicate the row-index and the second octet shall indicate the column-index.

iv. Packet Transmission Schedule

The transmitter may decide to send all the repair packets, or only a selected set of repair packets. However, the transmitter should send all source packets to preserve the systematic property of the 2-D RS code. 

The transmitter may send the source and repair packets in any order, for example block-interleaved order or a random order. At the receiver, (SBN, ESI) pair uniquely identifies the position of any packet in the 2-D grid in the respective encoding block.

v. Receiver Operations

The receiver forms the 2-D grid with all the received packets using the (SBN, ESI) pair of each received packets. 

(a) Along each row, it determines if all source packets are received. If any source packet is missing in a row, it determines if there are at least K1 received packets in the entire row. If possible, it decodes that row to determine the missing source packets. It repeats this step on all rows. 

(b) Along each column, it determines if all source packets are received. If any source packet is missing in a column, it determines if there are at least K2 received packets in the entire column. If possible, it decodes that column to determine the missing source packets. It repeats this step on all columns. 

(c) Repeat step (a) and (b) until all source packets (excluding 0-padding packets) are recovered OR no more source packets can be recovered.

(d) The order of steps (a) and (b) can be chosen advantageously to reduce the decoding complexity. For example, the decoder may choose to first decode along the shorter dimension. 

(e) The fast memory available for FEC decoding on a mobile device is limited, for example to 512KB. Thus the receiver is unable to hold all received packets in the fast memory for FEC decoding. 

The 2-D RS receiver need not store all packets in the fast memory for decoding. The received packets are stored in the mobile’s slow memory as and when they are received. Based on the FEC Payload Ids of the received packets, the decoder may form a binary matrix of dimensions N1xN2 and determine a decoding schedule that consists of the order of decoding each row and column of the 2-D grid. The receiver then transfers a few rows or columns at a time from the slow memory to fast memory, decode them and transfer the recovered source packets back to the slow memory.

The choice of 1-D vs. 2-D RS codes can be based on the file size and the channel conditions. The decoder need not have separate implementations for both 1-D RS codes and 2-D RS codes. 
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Figure 3: 1-D RS codes as a special case of 2-D RS Codes

Figure 3 presents the 1-D RS codes as a special case of 2-D RS codes. From the dimensions of the 2-D RS codes signaled as part of the FEC OTI, it shall be evident for the decoder which scheme to use. If N1=K1 OR N2=K2, the decoder tries to decode along only one direction, otherwise it decodes along rows and columns alternatively.

6. Packetization and Source Blocking for MBMS streaming services

a. Fixed size RTP packets

For fixed size RTP packets, the same packetization as shown in Figure 1 can be used. This scheme is applicable for FEC protection of audio data. 

                    A single source block is shown in Figure 4.
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Figure 4: Source-blocking for applying RS-FEC to fixed size source RTP packets

                    An advantage of this approach is that it has very low decoding complexity.

The matrix inversion (in decoding) needs to be done only once for each source block, because, the locations of the received symbols are the same for all RS codeword rows in a source block. The same inverted matrix can be used for source symbol recovery (in decoding) for all rows of RS code words. Since the cost of matrix inversion is amortized over a large number of rows, the decoding complexity is very low. 

b. Variable size RTP packets

We believe that modern media encoders with state-of-the art rate control are capable of producing rather constant media payload sizes. However, in some cases, certain RTP packet size variability may always occur.

For variable size RTP packets, the encoding block can be formed by a hybrid-padding approach.

Hybrid-Padding

This is a hybrid of RS-padding [14] and RS-matrix [14] that does not inherit the complexity of RS-matrix, and that does not need excessive padding.
In the conventional RS-padding approach, shorter packets are padded in a source block up to the length of the largest packet in the source block. If the packet size variation is too large, this approach results in significant amount of zero padding and correspondingly a large fraction of FEC overhead being used for protecting the zero padding symbols. 

For example, consider the following example. Here A, B, C, D, E denote source (media) symbols belonging to consecutive media RTP packets. The packet lengths are 5,4,17,11,6 symbols respectively. The letter “P” denotes a padding symbol. The total number of padding symbols is (17-5) + (17-4) + (17-11) + (17-6) = 42. The total number of media symbols is 5 + 4 + 17 + 11 + 6 = 43. Thus there are as many padding symbols as the media symbols. For a fixed amount of FEC overhead, this results in 

i. Larger FEC packets and hence less number of FEC packets. This results in poor error correction performance, and also 

ii. A large fraction (50%) of the FEC overhead is used to protect zero-padding symbols.
For example, suppose 34 symbols of FEC overhead is used for protecting 43 media symbols. They span into 2 FEC packets. F1 and F2 denote the FEC symbols in the following example.
A B C D E

F1 F2

A B C D E

F1 F2

A B C D E 
F1 F2

A B C D E 
F1 F2

A P C D E 
F1 F2

P P C D E 
F1 F2

P P C D P 
F1 F2

P P C D P 
F1 F2

P P C D P 
F1 F2

P P C D P 
F1 F2

P P C D P 
F1 F2

P P C P P 
F1 F2

P P C P P 
F1 F2

P P C P P 
F1 F2

P P C P P 
F1 F2

P P C P P 
F1 F2

P P C P P 
F1 F2

However, if we bend the largest codeword and make it span across multiple columns, the total amount of padding will be reduced significantly.

The number of rows can be advantageously chosen close to the average packet size in the source block, subject to the constraint that the total number of columns (source & fec) does not exceed 255. 

The following figure illustrates this hybrid-padding approach for the above example. A, B, C, D, E denote source symbols. P denotes padding symbols. The total number of padding symbols is 2+3+4+3+1 = 13. This is only one third of the total number of media symbols in the block. For a fixed amount of FEC overhead, 

iii. Medium size FEC packets and hence more FEC packets, and 

iv. A small fraction (25%) of FEC overhead is used for protecting zero-padding symbols.

If 34 symbols of FEC overhead are used to protect 43 media symbols, then they can span into 5 FEC packets. F1, F2, F3, F4, F5 denote FEC packets in the following example.

A B C C C D D E F1 F2 F3 F4 F5

A B C C C D D E F1 F2 F3 F4 F5

A B C C C D D E F1 F2 F3 F4 F5

A B C C P D D E F1 F2 F3 F4 F5

A P C C P D P E F1 F2 F3 F4 F5

P P C C P D P E F1 F2 F3 F4 F5

P P C C P D P P F1 F2 F3 F4 F5

Hybrid padding reduces the padding to the maximum extent possible while retaining the low complexity property of RS-simple-padding. The decoding involves only one matrix inversion per source block because all rows have the same lost symbol positions.

However, for a 64 kbps bearer service and a delay of 5s the column length cannot be less than T=156 Bytes because of the limitation of N<=255. For lower data rates and/or shorter delays lower column lengths are possible. In fact, the lower bound of the length T is given       by



T ≥ R ( d / 2.04,

where R is the bearer bit rate in kbps and where d is the delay in seconds. Note, that this is a weak bound since this formula doesn't take the RTP/UDP/IP header overhead into account. 

In case of R = 64 kbps and d = 5s, the padding in any column can range from 0 to 156 Bytes. This may result in an average padding of T/2 = 78 Bytes per packet for a random packet size distribution.

A hybrid-matrix approach further reduces the padding, at the expense of increased 

decoding complexity. In this approach, the variable size RTP packets are padded so that their size becomes a multiple of T=32 bytes. Thus the padding in any packet can range from 0 to 31 Bytes. This results in an average padding of 16 Bytes per packet for a random packet size distribution. 

This approach does not need a separate decoding for each row.  However, a separate decoding is required for every block of T=32 rows. Since all T rows in a block have the same lost symbol positions, only one matrix inversion is needed for decoding all of the T rows. A column is divided into 5 sub-columns each of size T=32 Bytes. Thus we need 5-matrix inversions for the entire source block. 

The necessary signaling to support hybrid padding OR hybrid-matrix approach is performed according to the payload format specification document [12]. In the following subsections, we indicate how the FEC framework of [12] can be adapted to support RS hybrid padding.

c. Transmitter Operation

· Determine the column_length. The shortest column length possible depends on the source block length and the fact that number of total columns N <= 255. The column length may be chosen as the average source packet length or it could be chosen in such a way as to minimize the padding wastage subject to the constraint that resulting total number of columns N<=255. This value depends on the local packet size distribution.

· Determine the number of FEC columns. It depends on the FEC overhead and the column length. 

      FEC_columns = FEC overhead in bytes / column length.

· Determine the maximum possible number of source columns.

      Max_source_columns = 255 – FEC_columns

· Prepend “PacketLength” field to the source packet and insert it into the source block. After FEC encoding, this field is stripped off the source packet before sending the packet. 

· Each source packet shall start with a new column in the source block. If the packet length is not a multiple of column_length, append padding symbols till the end of the column.

· Padding symbols are used only to compute the repair packets. The padding symbols are stripped off the source packets before sending the packets.

· Depending on the local packet size distribution, insert as many source packets as possible into the source block, provided the number of source columns is less than the maximum source columns

· Determine the actual number of source columns K and the number of FEC columns (N-K).

· Apply a (N, K) systematic RS code on the K source columns to generate (N-K) repair columns.

· Determine the size of the repair RTP packets. The repair RTP packet size shall be made an integer multiple of column_length.

· As repair RTP packet length is reduced, the header overhead increases, but it helps in improving the FEC performance. On the other hand, if large repair RTP packets were used, the loss of a single repair packet results in a loss of multiple repair columns. This results in a poorer FEC performance. Thus there is a tradeoff in the choice if the repair RTP packet size.

· Determine the FEC payload ID for each source RTP packet as follows: 

   SBN = source block number

   ESI = starting column number

· Determine the FEC payload ID for each repair RTP packet as follows:

     SBN = source block number

     ESI = starting column number of the repair packet

     N =EBL = Total number of columns

     K = SBL = Number of source columns

     T = column_length

· Note that in this scheme, N and K are adapted from source block to source block in order to match them to the local packet size distribution. Thus N, K must be signaled in-band in all repair packets. 

· Even if one repair packet of the source block is received, the decoder will have enough information about the FEC parameters. If no repair packets are received, the FEC parameters are unnecessary since no decoding is attempted.

d. Receiver Operation

· Receive and buffer all packets belonging to a source block based on the SBN

· If any missing source RTP packet is detected, for example by a break in the SN series, look for any repair packets that have the same SBN.

· If any repair RTP packets are available, determine the dimensions of the source block by reading the FEC payload ID of any of the repair packets.

· Form the source block, with possible missing columns due to lost source and repair packets. The field ESI (= starting column number) of the source and repair packets can be used to form the source block.

· Before inserting the source RTP packets into the source columns, determine the “PacketLength” and prepend it to the source columns. This is useful in the length recovery of the recovered source packets. 

· Count the number of missing columns. If it is less than (N-K), decoding is possible. 

· If possible, decode and recover the missing source columns. 

· The first two bytes of the recovered packet will have its “PacketLength”. Starting from the third byte, read out exactly “PacketLength” number of bytes from the recovered source columns. Discard the rest of the symbols in that column since they are padding symbols.

           The RTP processing of source and parity packets is performed according to the guidelines 

            provided by the outcome of [12].

7. Conclusions

We presented a complete specification of the use of systematic RS codes for providing application layer FEC for MBMS streaming and file download services.

· We proposed a 2-D RS code for providing FEC for MBMS file download service

· For MBMS streaming services, we proposed a hybrid-padding approach for efficient source blocking of variable size RTP packets. This approach reduces the total amount of padding and still has low decoding complexity for variable size RTP packets. We believe that in most of the cases, modern media encoders can generate rather constant size packets. Therefore, the cost of any possible padding is minimal. Simulations are shown in [7,13].

· In our previous 3GPP contribution [7], we have shown that by using block interleaving over the entire file with 1-D RS codes, their performance is comparable to LDPC family codes for MBMS download services. 

· The decoding complexity of the 2-D RS codes is significantly reduced by using short RS codeword length in each dimension. The loss in erasure correction performance due to short codeword lengths is compensated by encoding along rows as well as columns. The 3GPP contributions [10,11] present simulation results to demonstrate the performance of 2-D RS codes for typical MBMS file download use cases. 

· In [7,13], we have also demonstrated that the decoding complexity of RS codes for MBMS download services is manageable on a contemporary Nokia mobile terminal. 

We propose that Reed-Solomon codes as described in this document be adopted as FEC for both MBMS download and streaming delivery methods. 
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