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1 Summary

When the streaming delivery method of MBMS is in use, media buffering needs to be controlled to minimize delay and allocated memory. This contribution first identifies problems in the current MBMS sender and receiver models (section 2) and then proposes means for FEC buffering control (section 3). Section 4 presents an example illustrating the variation of required initial buffering delay and FEC decoder buffer occupancy. Section 5 justifies some design decisions made in our proposal.

Our proposal can be summarized as follows:

· The initial FEC decoding buffering delay is signaled for each FEC block.

· The required FEC decoding buffer size for all MBMS receivers is 6 seconds of data in the channel bitrate. For example, in 64 kbps channel bitrate, the required buffer size is 48000 bytes.

· MIME/SDP parameter buffer-size signals the actual requirement for the buffer size to optimize memory allocation in receivers

· MBMS senders check that the stream does not make decoding buffer occupancy exceed the buffer size by using a hypothetical FEC decoding model.

2 Problem Setting

2.1 Need for Initial FEC Decoding Buffering

FEC decoding requires initial buffering in the receiving terminal, because

· If the receiver started to decode source RTP packets (i.e. media RTP packets) immediately when the first one is received, any lost source RTP packet would cause a delay in decoding until the repair RTP packets of the FEC block are received. This would consequently cause a pause in the playback.

The duration to receive a FEC block (from the reception of the first bit of the first source RTP packet until the reception of the last bit of the last repair RTP packet of the same FEC block) varies, because

· The size of source RTP packets varies in terms of bytes.

· The number of source RTP packets and repair RTP packet per FEC block may vary, depending on the FEC scheme employed.

It may happen that the first FEC block that the receiver gets is shorter in terms of bytes compared to some of the succeeding FEC blocks. Consequently, initial buffering of one FEC block entirely is not a sufficient condition to guarantee pauseless decoding and playback. Therefore, senders must give receivers information that allows sufficient but not exhaustive amount of initial buffering.

As MBMS is a multicast/broadcast service, new receivers may “tune in” in the middle of the stream. The optimal (minimum) initial buffering delay is not a constant throughout the stream. See an analysis of the variation of the initial buffering delay in section 4. In the example case presented in in section 4, up to 0.5 seconds of reduction of initial buffering can be obtained. Depending on the bitstream and FEC scheme, the achievable reduction in initial buffering can be even bigger. Therefore we propose that the initial FEC decoding buffering delay is signaled for each FEC block.

2.2 Size of FEC Decoding Buffer

As shown in the previous sub-section, received RTP packets have to be buffered before FEC decoding. We refer to such a buffer as FEC decoding buffer. 

The buffer occupancy level of FEC decoding buffer depends on the following:

· The transmission schedule of source and repair RTP packets

· The amount of initial buffering before starting the emptying of the buffer

· The method of building a FEC matrix inside the FEC decoding buffer, see e.g. S4-AHP166 for a hybrid padding approach

· The output rate of data from the FEC decoding buffer

The maximum buffer occupancy level determines the required buffer size for the stream. It is evident that terminal implementations may implement FEC decoding and the related buffering differently compared to each other. For example, players may have a different approach for output rate handling – one terminal may push data out from the FEC decoding buffer as soon as the buffers “downstream” (i.e. decoder input buffers) allow, and another terminal may pull data out from the FEC decoding buffer just on time when the next piece of data is needed for decoding. Therefore the maximum buffer occupancy level may vary in different implementations, and consequently it is problematic to determine the required FEC decoding buffer size of a particular stream.

Encoders and transmitters also need to know the supported FEC decoding buffer size of all receivers when performing FEC encoding and transmission scheduling. We propose therefore that the required FEC decoding buffer size is specified in TS 26.346. 

3 Proposal

3.1 Summary of the Proposal

We propose a similar model that has been used for video codecs since the beginning of 90’s: a hypothetical decoder buffering model. The model gives a minimum requirement for receivers/decoders to be able to process at least all the streams that the hypothetical model is capable of processing. Encoders and transmitters use the hypothetical decoder buffering model to verify the transmitted stream does not cause overflows or underflows in the hypothetical decoding buffer.

This section is organized as follows:

· Sub-section 3.2 presents an overview of the FEC sender and receiver for the streaming delivery method in the MBMS system. 

· Sub-section 3.3 proposes means to signal the amount initial FEC decoding buffering.

· Sub-section 3.4 includes the proposed specification of the hypothetical FEC decoder. The contents of this sub-section are proposed to be included in TS 26.346.

· Sub-section 3.5 proposes means to specify the requirements for FEC decoding buffer size for MBMS clients. Furthermore, it proposes the required FEC decoding buffer size. 

3.2 System Overview

A high-level block diagram of MBMS sender and receiver is similar to the one proposed in S4-AHP159 with the exception that the buffer management for sending and reception is added to the figure. 
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Figure 1. Block diagram of MBMS sender and receiver when streaming delivery method is used.
The operation of an MBMS sender is described according to the figure as follows:

1) A media encoder creates an encoded bitstream or a stream of application data units (ADUs, such as NAL units of H.264/AVC) (data flow 1 in the figure). 

2) The bitstream or the stream of ADUs is encapsulated into RTP payloads according to the RTP payload specification of the format and an RTP header is created for each RTP payload. 

3) These source RTP packets (data flow 2) are further processed by inserting a FEC payload ID (FPID) that indicating which source block they are part of and where they fit into the source block, and the FEC sender also changes the RTP payload type to indicate that the FEC payload ID has been added. We refer the resulting RTP packets as FEC media RTP packets. The FEC media RTP packets (data flow 3) are stored into the FEC encoding buffer. 

4) Repair RTP packets are generated by removing the FEC payload ID from the source RTP packets of a particular FEC block, calculating the error correction code over these source RTP packets, and forming payloads for repair RTP packets containing the error correction code for the source RTP packets. The payloads for repair RTP packets (data flow 6) are stored in the FEC encoding buffer as well. 

5) The RTP packet scheduling process decides the pace for transmitting RTP packets. It is out of the scope of this document to specify how the RTP packet scheduling process operates, but it may, for example, send packets at an constant average bitrate, assuming a constant bitrate access link. For each FEC media RTP packet to be transmitted, the RTP packet is fetched from the FEC encoding buffer. For each repair RTP payload, an RTP header is appended to it to form an RTP packet. 

6) The transmitted packets affect the packet and byte count of the RTCP sender reports (SRs). 

7) The transmitted RTP packets are also used as input for the hypothetical FEC decoder, which is described in more detail in section 3.4. The hypothetical FEC decoder may control the pace of RTP packet scheduling, the number of created FEC repair packets (per each FEC block) and the number of source RTP packets in each FEC repair block. (These control operations are indicated with dashed lines in the figure.)

8) Finally, SRTP may be optionally used (if adopted in MBMS) and the protocol layers UDP and below are out of the scope of this document.

Note that other arrangements of an MBMS sender are also possible. For example, it is possible to store source RTP packets without FEC payload IDs in the FEC encoding buffer and add FEC payload IDs after generation of repair RTP packets.

The operation of an MBMS receiver is described according to the figure as follows:

1) Protocol layers UDP and below are out of the scope of this document. SRTP may be optionally used (if adopted in MBMS).

2) RTP headers may be used for inter-arrival jitter calculation (to decide on the delay for de-jitter buffering). RTP packets (data flow 14) are stored in the FEC decoding buffer.

3) At the beginning of a session, no data is removed from the FEC decoding buffer until a certain buffer occupancy level is reached or initial buffering delay is expired. After that, source RTP packets are moved out from the FEC decoding buffer and repair RTP packets can be overwritten/discarded at a certain pace. We propose that the exact buffering process is not specified in TS 26.346, but rather implementations can arrange buffering using different approaches. One possible approach is to implement similar buffering scheme as described for the hypothetical FEC decoder, see section 3.4 for details. 

4) If there is at least one missing source packet in an FEC block, the FEC receiver should try to correct the loss as follows: Fetch FEC media and repair RTP payloads (data flow 15) of the FEC block from the from FEC decoding buffer. Remove the FEC payload ID from the payloads. Use an appropriate FEC decoding algorithm to regenerate the lost source payloads and store them (as FEC media RTP packets, data flow 17) back to the FEC decoding buffer. 

5) FEC media RTP packets are fetched from the FEC decoding buffer. The FEC payload ID is removed and the payload type of the RTP header is replaced with the original payload type of the media format. After this operation the RTP packet flow (data flow 19 in the figure) complies with the RTP payload specification of the media format.

6) De-packetize and de-payloadize the source RTP packets according to the RTP payload specification of the media format. This results into a bitstream or a stream of ADUs (data flow 20).

7) Decode the media bitstream or the stream of ADUs.

3.3 Signaling of Initial FEC Decoding Buffering

As justified in section 2.1, the initial FEC decoding buffering delay needs to be carried for each FEC block. This section proposes the details of the syntax and semantics for the initial buffering signaling. 

It is proposed that initial buffering delay for FEC decoding buffering is signaled in each FEC block. The buffering delay signals the delay in wall clock time (in units of milliseconds) from the reception of the first bit of the FEC block until data can be passed to decoding in the proposed hypothetical FEC decoding model. The signaled delay guarantees pauseless decoding and playback. The value is an unsigned integer in big-endian byte order.

The initial buffering delay is proposed to be carried similarly to packet lengths in proposal S4-AHP138. In other words, the source block is generated such that the value of the initial buffering delay is located in the first two bytes of the source block. Repair packets are calculated accordingly. The value of the initial buffering delay is never sent as such, but rather it is coded in the repair packets. In FEC decoding, initial buffering delay is recovered using the FEC decoding process.

3.4 Hypothetical FEC Decoder

This section specifies the proposed hypothetical FEC decoder. The text should be included in TS 26.346.

The hypothetical FEC decoder operates as follows:

1) The hypothetical FEC decoding buffer is initially empty.

2) Data transmission starts from the first packet in transmission order of an FEC block. 

3) Each RTP packet is inserted to the hypothetical FEC decoding buffer when it is transmitted. In addition to each RTP packet, the information for the initial FEC decoding buffering and the padding bytes needed to construct a source block according to the FEC code specification (e.g. the one proposed in S4-AHP166) are inserted to the hypothetical FEC decoding buffer. 

4) When the last RTP packet of an FEC block is transmitted, the repair RTP packets and padding for the FEC block, if any, are removed from the hypothetical FEC decoding buffer. In other words, no other data for the FEC block than the source RTP packets remain in the hypothetical FEC decoding buffer. 

5) Original source RTP packets are not removed from the hypothetical FEC decoding buffer before the signaled initial buffering delay has expired. Then, the first original source RTP packet in sequence number order is removed immediately. Each succeeding original source packet is removed when the following conditions are true:

i. The following time (in seconds) since the removal of the previous packet has elapsed:

8 * (size of the previous RTP packet with UDP/IP overhead in bytes) / (1000 * (value of “b=AS” SDP attribute for the stream))

ii. All the packets in the same FEC block as the source packet have been transmitted. 

An MBMS server shall verify that the buffer occupancy level in the hypothetical FEC decoder does not exceed the required FEC decoding buffer size. Furthermore, an MBMS shall verify that the output of the hypothetical FEC decoder complies with the RTP payload and decoding specifications of the media format.

An MBMS client shall be capable of receiving an RTP packet stream that complies with the hypothetical FEC decoder. Furthermore, when MBMS client complies with the requirements for the media decoding of the RTP packet stream, it shall be able to de-packetize and decode the RTP packet stream and output decoded data at the correct rate specified by the RTP timestamps of the received RTP packet stream.

3.5 Required FEC Decoding Buffer Size

We propose that the required size of the needed hypothetical FEC decoding buffers to receive an MBMS session shall be equal to 6 seconds of data in the used channel bitrate. For example, if the channel bitrate is 64000 bits per second, i.e. 8000 bytes per second, then the required size of the hypothetical FEC decoding buffer is 48000 bytes. 

If there are more than one media streams in an MBMS session, and the total size of the hypothetical FEC decoding buffer is divided according to the share in bitrates reported in “b=AS” media-level attributes. For example, if a session contains a 35-kbps video stream and a 14-kbps audio stream for which there are 10-kbps video FEC stream and 5-kbps audio FEC stream, the size of the hypothetical FEC decoding buffer for video is (35+10) / (35+14+10+5) * 48000 = 33750 bytes and for audio, it is (14+5) / (35+14+10+5) * 48000 = 14250 bytes.

We also propose a MIME/SDP parameter buffer-size specified as follows: This parameter signals the actual requirement for the size of the hypothetical FEC decoding buffer that is sufficient for correct reception of the stream. The parameter can be used for optimizing the memory allocation in receivers or specifying buffer size share for the hypothetical FEC decoding buffers of different media explicitly. 

4 Appendix A - Example

We used the following example to study the need and impact of the proposal: 

· Glasgow Tour sequence

· Original picture rate: 15 Hz

· Sequence duration: 50 sec

· Coded picture rate: 7.5 Hz

· Target channel: UTRAN 64 kbps

· Video and corresponding FEC bitrate with packet header overhead: 44 kbps

· FEC bitrate for video: ~10 kbps (about 24% of the total video and FEC bitrate)

· Video codec: H.264/AVC Baseline

· FEC scheme: Reed-Solomon, one source packet per source block column, i.e. “Reed-Solomon padding”

· FEC block generation: constant number of source and repair columns (40 and 13 respectively) in the FEC block

Figure 2 shows the variation of minimum initial buffering delay guaranteeing pauseless decoding when buffering starts from the beginning of a FEC block. It can be observed that the optimal buffering delay varies. Using a constant initial buffering delay would result into close to 0.5 seconds of unnecessary initial buffering delay for some FEC blocks.
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Figure 2. Minimum initial buffering delay guaranteeing pauseless decoding when buffering starts from the beginning of a FEC block.
Figure 3 presents the variation of the buffer occupancy of the proposed hypothetical FEC decoding buffer. 
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Figure 3. Buffer occupancy level of hypothetical FEC decoding buffer.

5 Appendix B - Some Design Decisions

5.1 Processing Delay of FEC Decoding

Processing delay for FEC decoding is not modeled in the proposed Hypothetical Reference Decoder model. This is a simplification assuming that the processing delay is handled in implementations by additional buffer space and buffering delay, if needed. Alternatively, one could specify a hypothetical buffering process that takes processing delay into account, e.g. similarly to Annex G of TS 26.234.

5.2 Output Rate from Hypothetical FEC Decoding Buffer

Media decoders and their standards typically assume that coded bitstream is input at a (nearly) constant bitrate. In fact, video decoders are guaranteed to work only if the input bitrate to the coded picture buffer (CPB) is according to the HRD/VBV of the video coding standard – in which constant bitrate or piece-wise constant, piece-wise zero bit-rate is expected. Therefore the output bitrate of FEC decoder should comply with the constraints of CPB. Receivers can use the media-level bandwidth parameter ‘b=AS:’ (in SDP) to select the output bitrate from the FEC receiver.
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