3GPP TSG SA WG4#32
S4-040489

Prague, Czech Republic, 16-20 August 2004


Source:
NEC

Title:
MBMS Streaming FEC
Document for:
Discussion & Approval

Agenda Item:
A.I. 6

1. Introduction

This document contains a proposal for MBMS streaming FEC. As for previous NEC proposals [1] [2], it includes a flexible definition for signalling the FEC and focuses on LDPC (Low Density Parity Check) codes. LDPC are a powerful and flexible FEC tool to enable the required Quality of Service of MBMS streaming. NEC believes they should be included in the Rel-6 specifications to allow a fast and successful deployment of MBMS. 

While in this contribution we focus on MBMS streaming over UTRAN, the proposed scheme is also applicable to download services and p-t-p bearers without limitations.

In the remaining of the document, we first describe the FEC encoding and decoding process in the context of MBMS streaming. Then, the necessary signalling to the terminal is described as well as the RTP format (RFC 2733 [5]). Then, the results on some performance evaluation as defined in the SA4 permanent document [3] are given. Finally, a specification text proposal is formulated to help in the editing process.

2. FEC for MBMS streaming

MBMS streaming requires levels of QoS comparable to the ones experienced for PSS streaming. 

Based on simulation results delivered by RAN1, it seems that the UTRAN radio bearers for MBMS won't provide low enough Transport Block error rate to ensure a low enough SDU error rate for streaming. These results did not take into account the latest features considered by RAN1 and RAN2 to overcome this issue i.e. RLC selective combining and Layer 1 soft combining. Therefore the need for a flexible FEC scheme at the application layer is clear.

PSS streaming being a pt-to-pt service, it can use bearers dedicated to one terminal. MBMS bearers being a pt-to-mpt service, it is - by definition - shared. Therefore although PSS can use RLC AM to correct remaining erroneous RLC blocks, MBMS streaming bearers can't use repetition schemes and has to deal with erroneous blocks. Those blocks are the PDCP SDUs. These are equivalent to IP packets if IP header compression is not used. Basically, the FEC scheme has to deal with missing IP packets. The FEC is done at the RTP layer. Therefore the FEC scheme has to deal with missing RTP packets.

In general we found that the following requirements are valid for MBMS streaming FEC:

1. should be backward compatible to allow all UEs to decode the RTP flows (even those UE that don't support FEC),

2. should be signaled to the UE on a per session basis to enable variable error protection depending on the local conditions,

3. should enable unequal error protection depending on the media,

4. should have low decoding complexity (e.g. XoR based decoding).

The LDPC codes fulfil all these requirements. LDPC codes are systematic codes. Therefore, both the media RTP packets and the "redundancy" packets are transmitted. These "redundancy" packets form a different RTP flow. They are distinguished by the RTP payload type located in the header. The RTP payload is described in RFC 2733 [5]. This scheme ensures backward compatibility with UEs not using MBMS streaming FEC. 

The encoding process involves the concatenation of the media RTP packets into a large block (a block matrix) to produce a number of redundancy packets. This involves that the decoder concatenates as many blocks as possible to form a complete matrix (without the missing blocks obviously ;-)) to start decoding. Therefore the decoding process has to wait for enough packets to arrive and this translates into a delay. In [3] it is stated that the maximum decoding latency is 5 seconds for streaming. This maximum delay is one parameter in the choice of the size of the matrix. And obviously the bigger the matrix, the more efficient the code but the longer the delay.

The encoding process can take place either inline or offline. And the choice of LDPC matrix can be optimized depending on the bitrate, the delay and the SDU size. Of course in the case of variable SDU size, the number of SDUs per LDPC block will vary from one block to the other. If variable RTP packet size is used, the length recovery mechanism of RFC2733 [5] is applied.

3. FEC scheme signalling

In order for the terminal to take advantage of the FEC scheme, it needs to obtain information 

1) on how to differentiate media and redundancy packets. 

2) on the construction of the code itself

1) differentiating between media and redundant packets

This is required for the backward compatibility. Also it could avoid UEs to run any decoding when all media SDUs are correctly received.

There are 3 possibilities in the way the redundancy is delivered to the client:

· Within the same MBMS session (IP multicast address and port) but with different RTP payload type.

· Within the same MBMS session but with different ports.

· Within separate MBMS sessions (different IP multicast addresses)

We propose to use the first option for the sake of simplicity in the RTSP session establishment. Indeed the first option only requires one session SETUP phase as for the case with no FEC. Whereas the 2 other cases need respectively 2 SETUPS or 2 DESCRIBES.

For this purpose RFC 2733 [5] is used for redundant packets.

2) describing the LDPC code to the receiver

We need to signal the LDPC matrix to the receiver by describing the parameters (n, m, p-list). This description per session is required  to allow design of different LDPC matrix for each MBMS session because each session may have different loss-characteristic and bandwidth.

We propose that this is done by means of the SDP file of the streaming session.

Here is an example of SDP signaling of the FEC scheme:

UEs use RTP payload type to distinguish FEC data from media with SDP as following:

c=IN IP4 224.2.0.1/127

m=audio 0 RTP/AVP 97 121

a=rtpmap:97 AMR/8000

a=rtpmap:121 X-LDPC

a=fmtp:121 n=25;m=5;plist=4-5
m=video 0 RTP/AVP 98 122

a=rtpmap:98 MP4V-ES/90000

a=fmtp:98 profile-level-id=8;config=???????? 

a=rtpmap:122 X-LDPC

a=fmtp:122 n=125;m=25;plist=7-8-9-11
The lines in blue describe the RTP types for the redundancy packets and also the LDPC code to be used. The “X-LDPC”, “n=”, “m=” and “plist=”, parameters for LDPC matrix generation are extensions that need to be specified for the purpose of MBMS streaming FEC in 3GPP. Also, it  is necessary to authorize ‘a=rtpmap’ and ‘a=fmtp’ attributes for FEC(LDPC) in SDP.

In this example, backward compatibility with UEs which don’t support FEC is ensured because they can discard FEC data with pt 122 and decode media data of pt 97.

4. LDPC based FEC performances

4.1 Introduction

These results are presented in addition to the ones already provided in [2]. Here we based new simulations on the SA4 permanent document [3]. We focused on cases involving the UTRAN access for streaming.

According to [3], the minimum set of simulation cases is as follow:

-------------------------------------

8.2
Streaming Services

· Stream duration:
5 min

· Stream bit rate 
(including header overhead):
48 kbps for UTRAN
· UTRAN bearer bit rate: 
64 kbps

· UTRAN RLC block length:
640 bytes (corresponding to 80 ms TTI)
· SDU size (fixed): 
500 bytes ( 25 bytes (made up of header and payload)

· SDU size (variable):
from real simulations or sizes according to the traffic
 
model of TR 26.937
8.3 
Error Scenarios

8.3.1 
Link Loss Scenarios

· UTRAN:
random transport block loss
 
loss ratios: 0.5%, 1%, 5%, 10%
8.3.2 
Cell Change Loss

UTRAN and GERAN:
single interruption of 1s, 2s, and 3s
8.3.3 
Combination of Link Loss and Cell Change Loss

· UTRAN:
random transport block loss ratio of 1%
 
single interruption of 3s
------------------------------------------------------

The corresponding bearer definition for UTRAN streaming is indicated bold in the following table:

	RAN-Scenario
	RLC data block length [bytes]
	bearer bit rate [kbps]
	media data rates [kbps]

	16 kbps service, 80 ms TTI
	160
	16
	12

	32 kbps service, 80 ms TTI
	320
	32
	24

	64 kbps service, 80 ms TTI
	640
	64
	48

	128 kbps service, 80 ms TTI
	1280
	128
	100


With regards to SDU loss patterns depending on the Transport Block loss patterns, we used the algorithm in section 7.5 of [3] ("Mapping of BLER patterns on SDU loss patterns ") as reference. 

Therefore we have considered 5 different SDU loss patterns:

Pattern1: 2% SDU losses

Pattern2: 20% SDU losses

Pattern3: 10 isolated gaps of 15 SDU losses (1 second)

Pattern4: 10 isolated gaps of 40 SDU losses (3 seconds)

Pattern5: A combination of Pattern1 and Pattern4 (2% SDU losses + 3 seconds gap)

Other constrained given by [3] are also considered like e.g. 5s maximum decoding delay etc.

4.2 Finding the best LDPC code

The LDPC code used in those simulations was found by an exhaustive search for the best one in typical radio error conditions (with long error patterns) and depends on the SDU size and delay. 2 codes were used for these simulations.

4.3 Simulation results

4.3.1 Simulation assumptions 

– Set 1

	SDU size
	500 bytes

	RLC block size
	640 bytes

	Stream duration
	5 minutes

	Stream bit rate
	48 kbps

	Delay
	5 seconds

	Redundancy (r)
	1/3


Table  2 set 1 parameters
This means that the LDPC block length (m) is of 60 SDUs. We have thus 20 redundancy SDU’s per LDPC blocks. Note that the recovery efficiency is improved for  LDPC block sizes avove 150-200 SDUs. With this set of simulation assumption, we are far below those values. This worst case is a good benchmark to prove the efficiency of LDPC codes in all cases. The way to improve this is to reduce the SDU size. This is done using the Set 2 below. 

– Set 2

	SDU size
	150 bytes

	RLC block size
	320 bytes

	Stream duration
	5 minutes

	Stream bit rate
	48 kbps

	Delay
	5 seconds

	Redundancy (r)
	1/3


Table  3 Set 2  parameters
4.3.2 Error Pattern generation

Patterns 1 to 5 are defined above. They were generated using Matlab scripts. Each pattern contains  100000 SDU loss information. 0 = SDU received / 1 = SDU lost. (note that it makes  much more that 5 min – this has been chosen for better result accuracy).

For patterns 1, 2 and 5, the script presented in section 7 of [3] has been used. For patterns 3, 4 and 5, 10 gaps of 1 (or 3 sec.) have been generated per time section of 5 minutes. Pattern 5 is a simple combination of patterns 1 and 4.

	
	Pattern 
	Total number of SDU’s
	Number of lost SDU’s
	Equivalent SDU loss rate

	Set 1
	Pattern 1
	100000
	2639
	2.64 %

	
	Pattern 2
	
	23013
	23%

	
	Pattern 3
	
	2800
	2.8%

	
	Pattern 4
	
	7600
	7.6%

	
	Pattern 5
	
	10024
	10%

	Set 2
	Pattern 1
	100000
	1978
	1.98%

	
	Pattern 2
	
	17611
	17.6%

	
	Pattern 3
	
	2520
	2.52%

	
	Pattern 4
	
	7320
	7.32%

	
	Pattern 5
	
	9136
	9.14%


Table  4 SDU error pattern details
4.3.3 Simulation results

We are presenting the simulation results in the following table:

	
	SDU Pattern
	Delay (s.)
	SDU size
	n
	m
	P-list
	FEC number
	Total SDU’s
	Media SDU error times
	Media SDU error rate

	Set 1
	Pattern 1
	5
	500
	60
	20
	4-7-9
	1666
	99960
	0
	0

	
	Pattern 2
	5
	500
	60
	20
	4-7-9
	1666
	99960
	214625
	5.3e-2

	
	Pattern 3
	5
	500
	60
	20
	4-7-9
	1666
	99960
	0
	0.0e-0

	
	Pattern 4
	5
	500
	60
	20
	4-7-9
	1666
	99960
	7600
	0.11

	
	Pattern 5
	5
	500
	60
	20
	4-7-9
	1666
	99960
	7613
	0.11

	Set 2
	Pattern 1
	5
	150
	200
	68
	1-12-53
	500
	100000
	0
	0

	
	Pattern 2
	5
	150
	200
	68
	1-12-53
	500
	100000
	1404462
	3.1e-2

	
	Pattern 3
	5
	150
	200
	68
	1-12-53
	500
	100000
	0
	0

	
	Pattern 4
	5
	150
	200
	68
	1-12-53
	500
	100000
	7320
	0.11

	
	Pattern 5
	5
	150
	200
	68
	1-12-53
	500
	100000
	7327
	0.11


4.3.4 Simulation results analysis

The required SDU loss rate for PSS streaming is 1*10-4 or better (see TS 26.234). Those simulation results show that FEC using LDPC for a typical MBMS streaming bearer (64kbps, 1% BLER) allows to reduce the SDU loss rate below the required level. In extreme conditions, with 20% BLER, the media SDU loss rate is kept at a level (5%) where the media can usually still be rendered. This is well improved (to around 3%) when using smaller SDU sizes (150bytes). Moreover, for interruptions of 1s, all media SDUs are recovered.

5. Specification text proposal 

Proposed text to be added to TS 26.346:

The UE should support the decoding of lost RTP packets by using the redundancy RTP packets encoded with LDPC codes. UEs not supporting the decoding of the redundancy packets may ignore them. UEs can identify RTP redundancy packets based on the RTP payload type.

The RTP payload format for LDPC redundant packet is described in RFC2733 [Ref]. For the purpose of MBMS FEC in 3GPP, the "mask" field is replaced with the redundant packet index. For LDPC codes, the index is the row number of the LDPC matrix.

The LDPC code is described per MBMS streaming session by means of the “n=”, “m=” and “plist=”, parameters for LDPC matrix generation. This description is added to the SDP file. Here is an example of SDP signaling of the FEC scheme:

c=IN IP4 224.2.0.1/127

m=audio 0 RTP/AVP 97 121

a=rtpmap:97 AMR/8000

a=rtpmap:121 X-LDPC

a=fmtp:121 n=25;m=5;plist=4-5
m=video 0 RTP/AVP 98 122

a=rtpmap:98 MP4V-ES/90000

a=fmtp:98 profile-level-id=8;config=???????? 

a=rtpmap:122 X-LDPC

a=fmtp:122 n=125;m=25;plist=7-8-9-11
The lines in bold face describe the RTP types for the redundancy packets and also the LDPC code to be used. The “X-LDPC”, “n=”, “m=” and “plist=”, parameters for LDPC matrix generation are extensions that are specified for the purpose of MBMS streaming FEC in 3GPP. Also, ‘a=rtpmap’ and ‘a=fmtp’ attributes are authorize in SDP in this context.

6. Summary and conclusion

This paper proposes FEC for MBMS streaming using LDPC codes, RFC 2733 RTP payload and SDP signaling. 

LDPC codes require low complexity decoding. The proposed signaling via SDP provides the flexibility to define LDPC matrix per session depending on the media and the bandwidth available. The RTP payload format in association to the systematic LDPC code allows backward compatibility.

Simulation results shown in this paper obtained according to [3] have proven the efficiency of LDPC codes for the purpose of MBMS streaming FEC. And LDPC are also applicable and efficient for MBMS download. It is further expected that the combination of Layer 1 (soft combining), Layer 2 (selective combining) with FEC will provide even better results that should allow even more radio power savings.

NEC asks that SA4 approves the introduction of MBMS streaming FEC using LDPC codes according to this document.
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