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1 Introduction

This document proposes a solution for optimise the transport of VoIP traffic over IMS (VoIMS). Some aspects of the problem were analyzed in [1] about one year ago, and recently SA4 was requested to provide feedback on the possible solutions [2, 3, 4, 5, 6] for optimising VoIMS.

Section 2 provides a clear description of the problem, while section 3 includes a solution. Section 4 concludes the document with a proposal.

The discussion on optimisations for VoIP is also going on in RAN WG2. However, the uncontrolled nature of RTCP traffic (specifically the unpredictable maximum size of RTCP packets) would still cause problems, irrespective of the possible solutions at RAN level (except if RTCP removal is applied). A drawback of the RAN WG2 specific solutions is that they are not applicable to GERAN.

2 Description of the problem

In the remainder of this document, we will assume that RTP and RTCP [7] traffic are carried in the same PDP context and radio bearer, and IPv6 is used.

The basic problem in VoIMS is given by the uncontrolled nature of the RTCP traffic, and its possible impact on the RTP traffic, which carries voice data. Figure 1 shows the situation (UTRAN used as an example). RTP/UDP/IPv6 headers of the RTP packets are compressed using ROHC RTP/UDP/IP profile, and the UDP/IPv6 headers of the RTCP packets are compressed using the ROHC UDP/IP profile.
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The figure shows that, normally, the length of RTCP packets is much larger than the length of RTP packets. Every RTP packet is sent during one 20 ms TTI. The transmission of one RTCP packet covers multiple TTIs. Since the transmission of RTP and RTCP occurs on the same radio bearer, RTCP packets may cause RTP packets to be delayed or even lost (depending on the RLC discard timer [8]). Ultimately, this produces impairment of the perceived speech quality. 

The above example assumes that the bearer is dimensioned for (maximum) 12.2 kbps AMR mode (RTP payload 32 bytes long), so that there is room for ROHC First Order (FO) header and PDCP header, together max. 9 bytes. 

Notes:

· The PDCP header is not included in the ROHC compressed RTP/UDP/IP header or UDP/IP header. 

· It is also assumed that there is some room for the ROHC feedback header which is, strictly speaking, not a part of FO header, but an independent header. 

· Depending on the ROHC settings (e.g., usage of context identifier in the ROHC header), the FO header size may be different. 

· The actual dimensioning of the bearer may be several bytes higher or lower, depending on the ROHC settings. 

· The dimensioning depends also on the desired distribution of the delay during the normal RTP traffic: the bearer may be dimensioned to lower bit rate than in Figure 1 (in such case, FO and ROHC feedback headers may cause delay to packets). 
The example presented the case with usage of ROHC. The same conclusions can be drawn without usage of ROHC.

3 RTCP Optimization Usage for VoIMS

Several alternatives have been considered recently in the 3GPP Working Groups to overcome the problem presented in the previous section:

1. Removal of RTCP for VoIMS

2. RTP and RTCP carried over separate PDP contexts and radio bearers

3. RTP frame stealing (prioritising RTCP over RTP)

4. Using speech inactivity (silence periods) by using VAD to send RTCP packets

5. Limitation of RTCP packet size.

It is recognized that 1. and 2. do not lead to interoperable or efficient solutions (1. among the other things, causes inter-working problems between 3GPP and IETF VoIP endpoints [6], whereas 2. produces at least an increase of the number of used PDP contexts and inaccurate RTT computations [5]). Solution 3. leads to the increase of the speech FER, since speech/SID packets are discarded when RTCP is prioritised over RTP [4]. Nokia believes that the best approach to provide optimised VoIMS is through the combined use of 4. and 5.

3.1 Operation during silence periods

It is possible to send RTCP packets during the silence periods with no impact on the speech quality. Silence is detectable by the sending terminal by looking at the Frame Type field in the payload Table Of Contents of the AMR or AMR-WB RTP streams [9]. 

During the silence periods, normal size RTCP packets can be used. However, due to the unpredictability of the silence length, it is wiser to use short RTCP packets (see next sub-section). This minimizes the impact of RTCP packet transmission on the RTP flow, in case the RTCP packet is sent just before the silence period is over.

This approach may produce delay/loss of SID packets, but this fact has no negative impact on the speech quality. In addition, the probability of loss/delay of SID packets is really minimal as the RTP packet rate during silence periods is much smaller than 50 packets per second, and many of the TTIs slots are freely usable for RTCP data.

3.2 Operation during speech activity periods

In this section, the following assumptions on the maximum sizes of compressed headers are made:

ROHC RTP/UDP/IPv6 header = 7 bytes.

ROHC UDP/IPv6 header = 7 bytes.

ROHC RTP/UDP/IPv4 header = 6 bytes.

ROHC UDP/IPv4 header = 5 bytes.

During the periods of active speech, the impact of the RTCP traffic on the RTP traffic must be minimal. 

Hereafter, follows the calculation of the minimal mandatory size for RTCP packets (we will consider packets including a Sender Report which is anyway larger than a Receiver Report, so will be on a safe side):

UDP/IPv6 header = 48 bytes (UDP/IPv4 header = 28 bytes).

Compound RTCP packet:

Sender report

RTCP header = 8 bytes

Sender info = 20 bytes

Report block = 24 bytes

SDES packet

SDES header = 4 bytes

SDES chunk (SSRC/CSRC item) = 4 bytes

SDES chunk (CNAME header) = 2 bytes.

SDES chunk (CNAME user and domain name) = 2 bytes 

The minimum legal size of an RTCP compound packet (excluding UDP/IP headers) is 64 bytes. A reasonable size for the user and domain name string in the CNAME item is ~25 bytes. This makes a reasonable minimum size of RTCP packet equal to 64+23=87 bytes (2 bytes are already contained in the mandatory part of the user and domain name string). When adding the lower layer headers, the minimum RTCP packet size becomes:

RTCP/UDP/IPv4 = 87+28= 115 bytes.

RTCP/UDP/IPv6 = 87+48= 135 bytes.

RTCP/ROHC UDP/IPv4 = 87+5=92 bytes.

RTCP/ROHC UDP/IPv6 = 87+7=94 bytes.

Even if IETF specifications do not put any restriction on the RTCP packet sizes [7], practical implementations of VoIMS terminals must consider to minimize the size of RTCP packets, in order to minimize also the impact of the RTCP flow on the speech quality of the transmitted RTP data, as described in section 2.

The proposal of this document is to recommend the maximum size of RTCP packets on the basis of the length of the RTP packets. RTCP packets can also be shorter, if they are legal packets. The recommendation is to choose the maximum length of RTCP packets as multiple of the length of RTP packets. The rationale of this recommendation will be clear when considering the lower layer operations described in Appendix A of this document.

Examples (header compressed packets): 

Note: In the following analysis, the exact ROHC compressed header size (and hence, the exact dimensioning of the bearer) is not relevant. In actual implementations, there may be difference of several bytes, but this does not have impact on the conclusions. 

When using AMR at the lowest bit rate (4.75 kbps) with a header compressed RTP packet size of 21 bytes, the 5x limit enables to send RTCP header compressed packets up to 5 times the RTP packets size i.e., 105 bytes. In this case, the maximum delay/loss impact of RTCP on RTP would be over 5 consecutive RTP packets. This is the worst-case situation. Generally, for multi-rate operation, the bearer is dimensioned to carry the highest AMR bit rate (12.2 kbps) that has a header compressed RTP packet size of 39 bytes (if one byte of PDCP header, and one byte for ROHC feedback is taken into account the number is 41, as in Figure 1). An RTCP packet size limit of 3x the RTP packet size, enables to send RTCP header compressed packet of 117 bytes. In this case, the maximum delay/loss impact of RTCP on RTP would be over 3 consecutive RTP packets.

When using AMR-WB at the highest bit rate (23.85 kbps) with a header compressed RTP packet size of 68 bytes, the 2x limit enables to send RTCP header compressed packets up to 2 times the RTP packets size i.e., 136 bytes. In this case the, maximum delay/loss impact of RTCP on RTP would be over 2 consecutive RTP packets.

The proposed limit for RTCP header compressed packets is 2-5 times the length of header compressed RTP packets. 

Examples (header uncompressed packets):

When using AMR at 4.75 kbps with a header uncompressed RTP packet size of 74 bytes, a limit of 2x enables to send RTCP header uncompressed packets up to 2 times the RTP packets size i.e., 148 bytes. In this case the maximum delay/loss impact of RTCP on RTP would be over 2 consecutive RTP packets. For multi-rate operation, the bearer is dimensioned to carry the highest AMR bit rate (12.2 kbps) that has a header uncompressed RTP packet size of 92 bytes. An RTCP packet size limit of 2x the RTP packet size, enables to send RTCP header compressed packets of 184 bytes. In this case, the maximum delay/loss impact of RTCP on RTP would be also over 2 consecutive RTP packets.

When using AMR-WB at 23.85 kbps with a header uncompressed RTP packet size of 121 bytes, a limit of 2x enables to send RTCP header uncompressed packets up to 2 times the RTP packets size i.e., 242 bytes. In this case, the maximum delay/loss impact of RTCP on RTP would be over 2 RTP packets.

The proposed limit for RTCP header uncompressed packets is 2-3 times the length of header uncompressed RTP packets.  

With IPv4 addressing, similar values can be derived. These and the ones just computed for IPv6 are shown in the following summary table:

	
	RTP packet size (bytes)
	Minimal RTCP packet size (bytes)
	Recommended limit for RTCP packets
	HC RTP packet size (bytes)
	Minimal HC RTCP packet size (bytes)
	Recommended limit for HC RTCP packets

	IPv6 AMR 4.75
	74
	135
	2x (148 bytes)
	21
	94
	5x (105bytes)

	IPv6 AMR 12.2
	92
	135
	2x (184 bytes)
	39
	94
	3x (117 bytes)

	IPv6 AMR-WB 23.85
	121
	135
	2x (242 bytes)
	68
	94
	2x (136 bytes)

	IPv4 AMR 4.75
	54
	115
	3x (162 bytes)
	20
	92
	5x (100 bytes)

	IPv4 AMR 12.2
	72
	115
	2x (144 bytes)
	38
	92
	3x (114 bytes)

	IPv4 AMR-WB 23.85
	101
	115
	2x (202 bytes)
	67
	92
	2x (134 bytes)


The proposed values for RTCP packets are not hard value limits, but also larger RTCP packets could be used. However, this must be carefully considered as larger packets may increase RTP packet delay/loss. 

Note well: The size of the user and domain name string (as well as the other SDES optional items) plays an important role for the optimisation of VoIMS. In fact, by choosing shorter strings of user and domain name it is possible to use shorter RTCP packets (for example when using a user and domain name string 14 bytes shorter, for AMR at 4.75 kbps it is possible to use header compressed RTCP packets that are not 5 but 4 times the length of RTP packets, or header uncompressed RTCP packets that are not 2 but 1 time the length of RTP packets (for IPv6)).

The lower layers processing guarantees that the potential delay caused by the transmission of RTCP packets is within the bound of the RLC discard timer i.e., within the normal RLC operating range. Also, no delay accumulation is encountered as a consequence of RTCP packet transmission. The technical details and the reasoning why it is recommended to limit the RTCP packet size to a legal multiple of RTP packets are shown in Appendix A.

3.3 Scheduling RTCP packets for VoIMS

The ideal situation would be the case where the RTCP packets are naturally scheduled in silence periods. However, this does not always happen, as the silence periods are randomly occurring during a speech call. 

In order to make the best use of the silence periods, the scheduling of the RTCP packets at the sending terminal can be slightly modified in this way:

· If an RTCP packet is scheduled at a future time and a silence period occurs immediately, then the RTCP packet is sent during the silence period. The next RTCP packet is then re-scheduled with a time offset from the just sent RTCP packet. 

This operation should not exceed the bandwidth allocated for RTCP traffic. However, occasionally, this operation may be performed even exceeding instantaneously the allocated RTCP bandwidth. 

Since RTP and RTCP are carried over the same PDP context, RTCP, if needed and found useful, could safely make use of the remaining PDP context bandwidth, which is not fully utilized by the RTP speech flow during silence periods (i.e., when the speech bit rate is lower, and the increase of the RTCP instantaneous bit rate is not harmful for the speech quality and within the bearer size). However, a limit is recommended to be fixed on a possible extended usage of RTCP bandwidth, in order to avoid situations of virtually unbounded use of RTCP bandwidth (a limit could be fixed to be e.g., 2 times the normally used RTCP bandwidth).

3.4 Inter-working with non-3GPP VoIP endpoints

In order to enable inter-working between 3GPP VoIMS endpoints and non-3GPP endpoints, a new SDP attribute can be defined to describe the maximum RTCP packet size to be used during a voice session.

3.5 Considerations on RTCP packet rates

A particular consideration must be paid when a VoIMS terminal chooses the bandwidth for RTCP traffic by using the “b=RS” SDP attribute. Larger RTCP bandwidths imply higher RTCP packet rates, and the probability that RTCP packets are sent during speech activity periods increases. This increases also the probability of having a greater number of AMR packet delayed/lost. 

A VoIMS terminal is recommended to make a careful choice of the RTCP bandwidth.

4 Conclusion and proposal

This document introduced an optimisation for VoIMS traffic. It is proposed that RTCP packet size be at most 2-5 times the size of the RTP packets (the exact size depends on the AMR mode, the addressing mode (IPv4 or IPv6) and the usage of ROHC). The implementation of this scheme is fully in the terminal between the RTP packetizer and the RTP/RTCP transmitter. The solution is transparent to all the network units, and therefore applicable to both UTRAN and GERAN environments.

It is proposed to make a CR to Rel. 5 TS 26.236 based on the above proposal.
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6 Appendix A – Lower layers processing during speech activity periods

In this appendix, the operations of the UTRAN RLC and MAC layers for the optimised VoIMS are briefly explained. The examples below apply to UTRAN, but a similar situation is valid also for GERAN. 

Here in all the examples we will assume to use a user and domain name string for the CNAME item that allows using RTCP packets at most 4 times the length of RTP packets. This is made to illustrate the worst-case scenario. It must be noted that this long size of RTCP packets is also used in Example 2, which assumes the usage of a bearer dimensioned for the transport of AMR at 12.2 kbps (in this case, based on our proposal, RTCP packet as large as 2x RTP packets, would produce even better results). The RLC discard timer determines the data lifetime within the RLC buffer, and is set to 80ms. 

The transmission time is related to the RTP/RTCP packets, and it is assumed for simplicity to be equal to the RTP sampling time, the RLC SDU reception time at the input buffer and RLC PDU output transmission time to the MAC layer. The numbering of the packets and their transmission time refer only to the beginning of the example period. The actual session has been initiated earlier, i.e., the issues with initial ROHC headers are not addressed here.

Note: RTP and RTCP packets are numbered in such way that RTPn is the nth RTP packet, and RTPn(k) is the kth fraction of the nth RTP packet.

Example 1) A period of DTX occurs after a period of active speech 

	Transmission time [ms]
	RLC SDU    input buffer
	RLC PDU output

	20
	RTP1
	RTP1

	40
	RTCP1, RTP2
	RTCP1(1)

	60
	RTP3
	RTCP1(2)

	80
	RTP4
	RTCP1(3)

	100
	RTP5
	RTCP1(4), RTP2(1)

	120
	RTP6
	RTP3, RTP4(1)

	140
	RTP7
	RTP4(2), RTP5(1)

	160
	RTP8
	RTP5(2), RTP6(1)

	180
	RTP9 (SID)
	RTP6(2), RTP7(1)

	200
	-
	RTP7(2), RTP8(1)

	220
	-
	RTP8(2), RTP9

	240
	-
	- (RLC buffer empty)

	260
	-
	- (RLC buffer empty)

	280
	RTP10
	RTP10


The SID RTP9 packet is 14 bytes; therefore it fitted to the highest RTP Payload (/Transport Block) size together with the remnants of RTP8.

In this example, the second part of RTP2 is discarded (RLC discard timer expired). The whole RTP2 packet will be lost (worst case), but a shorter RTCP packet would have not produced this loss (e.g., for cases where RTCP packet size is <4x RTP packet size). In actual implementations, the RLC discard timer may have different values, depending on the allowed delay. Also, at time 100ms (and subsequent) the RLC PDU output includes also a fraction of the next RTP packet. This happens because that RTP packet is already in the RLC buffer.

Note that if the RTCP packet is too long, the discard timer may expire always when the last bytes of the RTCP packet are still in the RLC buffer: according to the RLC specification [8], the non-sent part is discarded, and no complete RTCP packets are ever sent (and received). 

As it can be seen, the delay of the RTP packets is never greater than the RLC discard timer, and it disappears after the end of the DTX period. This guarantees correct operations.

Example 2) No DTX period on a short term

In this example, it is shown the situation when no DTX period is present on a short term. It is assumed there are 4 bytes overhead in each RLC payload / Transport Block (after length indicator etc.), when 2nd order headers are sent. And the bearer is dimensioned for 41 bytes.

Note: the 41 bytes include 32 bytes 12.2 AMR payload (with the restrictions in section 5.1.1 of [10]), 3 bytes of the smallest possible SO header (which is the most probable ROHC header), 1 byte of PDCP header, 1 byte of RLC Length Indicator, and 4 bytes extra overhead. 

	Transmission time [ms]
	RLC SDU    input buffer
	RLC PDU output
	Notes

	20
	RTP1
	RTP1
	

	40
	RTCP1, RTP2
	RTCP1(1)
	

	60
	RTP3
	RTCP1(2)
	

	80
	RTP4
	RTCP1(3)
	

	100
	RTP5
	RTCP1(4), RTP2(1)
	

	120
	RTP6
	RTP3, RTP4(1)
	4 bytes of RTP4 sent in this Transport Block

	140
	RTP7
	RTP4(2), RTP5(1)
	8 bytes of RTP5

	160
	RTP8
	RTP5(2), RTP6(1)
	12 bytes of RTP6

	180
	RTP9
	RTP6(2), RTP7(1)
	16 bytes of RTP7

	200
	RTP10
	RTP7(2), RTP8(1)
	20 …

	220
	RTP11
	RTP8(2), RTP9(1)
	24 …

	240
	RTP12
	RTP9(2), RTP10(1)
	28 …

	260
	RTP13
	RTP10(2), RTP11(1)
	32 …

	280
	RTP14
	RTP11(2), RTP12(1)
	36 bytes of RTP12

	300
	RTP15
	RTP12(2), RTP13

RTP14 (1)
	1 byte of RTP12, full RTP13, 3 bytes of RTP14

	
	
	
	Etc., until no RTP packets are waiting in the RLC buffer. 


The example shows that the delay disappears even in the case there is no DTX period, and that it is not wise to dimension the bearer too tightly (i.e., a too low bit rate). (Dimensioning of the bearer corresponds to define to the highest RLC Payload size, i.e., the largest Transport Block size, when the TTI is fixed). If the bearer has a too low bit rate, also these delays last longer.

Note: if there are ROHC feedback headers, or ROHC FO headers, or longer SO headers, absorbing the delay takes a longer time.

Example 3) Two RTCP packets sent almost in sequence

This example shows the case where two RTCP packets are sent with a temporal spacing of 100ms. This is not probable in real life, but the idea is to show there is no delay accumulation due to RTCP packets.

In this case the second RTCP packet arrives while there are still several RTP packets in the RLC buffer, due to a previously sent RTCP packet.

	Transmission time [ms]
	RLC SDU    input buffer
	RLC PDU output

	20
	RTP1
	RTP1

	40
	RTCP1, RTP2
	RTCP1(1)

	60
	RTP3
	RTCP1(2)

	80
	RTP4
	RTCP1(3)

	100
	RTP5
	RTCP1(4), RTP2(1)

	120
	RTP6
	RTP3, RTP4(1)

	140
	RTCP2, RTP7
	RTP4(2), RTP5(1)

	160
	RTP8
	RTP5(2), RTP6(1)

	180
	RTP9
	RTP6(2), RTCP2(1)

	200
	RTP10
	RTCP2(2)

	220
	RTP11
	RTP8, RTP9(1)

	240
	RTP12
	RTP9(2), RTP10(1)

	260
	Etc.
	Etc. as in example 1 or 2


Because of the RLC discard timer, the second part of RTP2 is discarded. Also RTP7 and RTCP2(3,4) are discarded (RTCP2 does not get through). This results in 2 RTP packets and one RTCP packet lost. From time 220 ms onwards, the situation is almost the same as without RTCP2. 

Also in this case, the delay produced by the RTCP packets is never greater than the RLC discard timer (which is within the normal RLC operational range) and it will disappear gradually.

Figure � SEQ Figure \* ARABIC �1� - RTP and RTCP traffic inter-dependency in VoIMS
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