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1 Introduction

This contribution proposes support for the ISO/IEC MPEG-4 AVC video codec [1], also known as ITU-T H.264, in Release 6 of 3GPP multimedia specifications. We refer to the codec as AVC in this paper.

The contribution concerns the following services and specifications in 3GPP Rel-6:

· Transparent end-to-end packet switched streaming service (PSS), TS 26.234.

· Multimedia messaging service (MMS); Media formats and codecs; TS 26.140

· Packet switched conversational multimedia applications, TS 26.235.

These services are called the targeted 3GPP services in this contribution.

Section 2 contains the proposal for the AVC profiles and levels to be supported in the targeted 3GPP specifications. Section 3 presents detailed technical proposals that are related to the selection of AVC profiles and levels into the 3GPP targeted specifications. Section 4 gives some background information about the AVC codec especially regarding its profile structure and computational complexity. Finally, section 5 lists the references.

2 Proposed Codecs

2.1 Summary of the Proposed AVC Profiles and Levels

Table 1 summarizes the proposed mandatory and optional AVC profiles and levels for the targeted 3GPP services.

Note: It is also recommended that the AVC codec would be considered for MBMS whenever the decisions for MBMS media codecs are taken. 

Note: This contribution is targeted to the PSM group and therefore we did not include detailed technical analysis on the applicability of the AVC codec in circuit-switched conversational use, i.e., 3G-324M (3GPP TS 26.110). However, we are aware that the newly adopted ITU-T Recommendation H.241 specifies the integration of the AVC codec into ITU-T Recommendation H.324, and we do not expect that any changes are necessary compared to H.241 when including the AVC codec in 3G-324M. Thus, if seen necessary by the SA4, AVC could also be included in the draft specification of the next release of 3G-324M as a working assumption with the same profiles, levels, and technical details as proposed for the packet switched conversational service except for the signaling, encapsulation, and other H.324-specific features that are to be adopted from H.241.

	
	Mandatory
	Optional

	
	Encoder
	Decoder
	Encoder
	Decoder

	Packet switched streaming (PSS)
	Out of the scope of PSS
	Baseline, 
level 1
	Out of the scope of PSS
	Baseline, levels 1.1, 1.2, 1.3, 2

Extended, levels 1, 1.1, 1.2, 1.3, 2

	Multimedia messaging (MMS)
	None
	Baseline, 
level 1
	Baseline*, 
level 1

Extended
level 1
	Extended, 
level 1

	Packet switched conversational
	None
	Baseline, 
level 1
	Baseline**, levels 1, 1.1, 1.2, 1.3, 2
	Baseline, levels 1.1, 1.2, 1.3, 2


Table 1. Summary of the proposed AVC profiles and levels.

* Encoders for MMS shall produce Baseline bitstreams that are compliant with the AVC Main profile, i.e., the value of the constraint_set1_flag shall be 1 in all the sequence parameter sets of the produced bitstreams.

** Encoders for PS conversational service shall produce Baseline bistreams in which the decoding order of pictures shall be the same as their output order. The num_reorder_frames syntax element shall be present in each sequence parameter set and the value of num_reorder_frames syntax element shall be equal to 0. This requirement minimizes the DPB buffering delay and ensures that decoders in the conversational service can output directly onto the screen.


Figure 1 clarifies the proposed encoding limitations for MMS. The allowed algorithmic features in AVC encoders for MMS are enclosed in the red circle. It can be seen that the proposed coding tools are common for all profiles.
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Figure 1. Allowed algorithmic features in encoders for MMS enclosed in the red circle.

2.2 Rationale for the Proposed AVC Profiles and Levels

Making the AVC decoding mandatory in the targeted 3GPP services allows the utilization of a state-of-the-art technology and gives a strong message to the market that AVC is the recommended technology. Usage of AVC improves the video quality in the targeted 3GPP services substantially compared to earlier video coding standards.

Making the AVC technology optional in encoders ensures that there is no shortage in the computational power in most devices for video encoding services. In addition, devices that have enough computational power are allowed to use AVC instead of earlier video coding standards in encoding.

We propose that the encoders for MMS shall produce bitstreams that are compliant with the AVC Main profile. In other words, the value of the constraint_set1_flag shall be 1 in all the sequence parameter sets of the bitstreams produced by encoders for MMS. There are two main reasons for this limitation:

1. The coding tools in the Baseline profile that the MMS encoders are not allowed to use are mainly meant for error resilience. Conventional reliable transport of multimedia messages and streaming of multimedia messages downlink are either totally or largely error-free, and therefore the excluded tools do not play a big role in video quality in MMS.

2. We expect that most consumer electronics devices such as set-top boxes and DVDs implement AVC Main profile in the future. It is desirable that multimedia messages could be transferred and played back in these devices. Constraining the Baseline bitstreams to be compatible with the Main profile allows this.

The Extended profile provides tools that can be utilized in high-latency applications such as streaming and MMS for improved compression efficiency, error resiliency, bitstream switching, and bitrate scalability. While these tools are useful in PSS and MMS, it is not justified to propose them as mandatory decoding profiles due to the additional computational complexity that they bring. Moreover, the additional tools in the Extended play a little role in conversational application, and therefore we do not propose AVC Extended profile for the PS conversational service.

We do not propose the Main profile, because according to our experiences the only additional tool, i.e., context-based adaptive arithmetic coding (CABAC) brings no or very little benefit in typical 3GPP operating environments due to small coded picture size and small packet size. Moreover, according to our experiences CABAC increases the amount of computations significantly compared to the variable length coding scheme available in Baseline and Extended profiles. Furthermore, the Main profile lacks the enhanced error resiliency tools and SI/SP slices that can be used for stream switching in streaming servers among other things.

We propose that level 1 is the mandatory interoperability point for decoders. We would like to enable the usage of levels 1.1, 1.2, 1.3, and 2 in PSS and packet-switched conversational services to support radio bearers and terminals capable for higher bitrates than 64 kbps. Levels higher than 2 require adaptive frame-field coding and picture sizes larger than CIF, which we considered as unreasonable for the targeted 3GPP services. For MMS, we propose the support for 64 kbps only at the moment to avoid transcoding in the MMS system from a “high” bitrate to a “low” bitrate due to shortage of terminal capability for the “high” bitrate or shortage of “high” bandwidth for MMS downlink streaming.

2.3 Backwards Compatibility

To achieve backwards compatibility we propose no change in the mandatory and optional H.263 and MPEG-4 Visual profiles and levels to the targeted 3GPP services. However, in the very long run, implementation of obsolete coding technology just because it has been made mandatory in a past 3GPP release may become an implementation and code space burden. We encourage SA4 delegates to consider the extent of desired backwards compatibility in the multimedia services in future 3GPP releases.

Optional Annex G of PSS (TS 26.234) shall not be used with the AVC standard, because it does not directly suit AVC and features of the AVC standard and its RTP payload format make it obsolete for AVC. 

3 Supportive Techniques of AVC

3.1 RTP Packetization

We propose to use the IETF RFC issued on the basis of the Internet Draft draft-ietf-avt-rtp-h264-01.txt and its later versions for carriage of AVC bitstreams over RTP. A new version of the draft, draft-ietf-avt-rtp-h264-02.txt, was submitted to IETF on June 30 and will be publicly available soon. We expect IESG approval of the specification late 2003 or early 2004.

3.2 PSS Server and MMS File Format

MPEG is specifying an AVC file format (MPEG-4 Part 15), which is based on the ISO base media file format. The AVC file format specification has currently the Final Committee Draft status and will most likely become a Final Draft International Standard in the July MPEG meeting. MPEG document N5652 is the latest available version of the AVC file format specification. The AVC file format includes support for such features that are specific to the AVC standard, such as identification of non-intra-coded random access points.

We propose the following additions to the 3GPP file format specification (TS 26.244):

· All the box types in the AVC file format specification are allowed in both 3GPP file format profiles. Note that some of the box types may not be needed due to the unsupported profiles and levels of AVC.

· If a 3GP file is also AVC file format compatible (i.e., AVC file parsers can correctly parse the file and the playback of the video can be performed correctly based on the meta-data information), then the Compatible brands list should include 'avc1', even if an audio component (e.g. AMR, AAC) is present in the 3GP file.

3.3 Decoder Conformance

Annex C of the AVC standard specifies the decoder conformance. There are two types of conformance that can be claimed by a decoder: output timing conformance and output order conformance. For output timing decoder conformance, the timing of picture output of the decoder under test (DUT) is required to be the same as the timing of picture output of a Hypothetical Reference Decoder (HRD) specified in subclause C.2 of the AVC standard up to a fixed delay. For output order conformance, the order of pictures output shall be the same for both HRD specified in subclause C.4 of the AVC standard and the DUT.

We propose that the targeted 3GPP services require output order conformance but do not require output timing conformance. There are two main reasons for exclusion of the requirement for output timing conformance:

1. Many of the AVC decoder implementations will be software based and operate in multitasking operating systems. Due to the possibility of having higher priority tasks “stealing” the processing time from the AVC decoder, it is hard to guarantee processing within a fixed delay always, even though processing happens in real-time on average. 

2. Verification of decoder output timing conformance requires carriage of coded picture buffer (CPB) removal times for each access unit of the bitstream (either in-band in the bitstream or by external means). Carriage of such data is not done inherently in RTP-based video communication systems, in which the RTP timestamp corresponds to the decoded picture buffer (DPB) output time according to the AVC standard but no equivalent timestamp to CPB removal time is conveyed. Consequently, CPB removal time should be carried in-band in the picture timing SEI message for each access unit, which causes a considerable bitrate overhead burden for low bitrate systems. Thus, it does not seem to be justified to require decoders to take carriage and parsing of CPB removal time into account just for verification of output timing conformance.

3.4 Additional Decoding Requirements

In addition to the decoder conformance requirements specified above relative to the AVC standard, we propose the following requirements for AVC decoders operating in the targeted 3GPP services.

It has been shown in [2] and [3] that an IDR frame is often not the optimal means to accomplish random access in error-prone transmission environments. The AVC standard allows identification of a non-IDR random access point and the corresponding recovery point using the recovery point SEI message. The random access point is any coded picture where decoding can be initiated. All decoded pictures at or subsequent to a recovery point in output order are correct or approximately correct in content. The AVC standard does not require decoders to start decoding from a random access point indicated by a recovery point SEI message. However, this feature is important in many applications and has already been mandated in ITU-T H.32x video conferencing standards (see Recommendation H.241). We propose mandating the decoding of recovery point SEI message and the initialization of the decoding process accordingly as specified in the next paragraph.

In the packet switched streaming service, the decoder shall support initiation of decoding after an issued RTSP PLAY request from a random access point identified by a recovery point SEI message. The decoder shall be able to identify the recovery point specified in the recovery point SEI message. The decoder shall continue decoding regardless of absence of reference pictures for inter prediction between the access unit including the recovery point SEI message (inclusive) to the access unit including the recovery point specified in the recovery point SEI message (exclusive). The decoder shall not conclude a transmission error if a picture that is earlier in decoding order compared to the access unit including the recovery point SEI message is referred to in the inter prediction process. The decoder shall not conclude a transmission error if the value of the changing_slice_group_idc syntax element in the recovery point SEI message is equal to 1 and a slice within slice group 1 of a primary coded picture between the random access point, inclusive, and the recovery point, exclusive, is not present. The decoder shall not conclude a transmission error if the value of the changing_slice_group_idc syntax element in the recovery point SEI message is equal to 2 and a slice within slice group 0 of a primary coded picture between the random access point, inclusive, and the recovery point, exclusive, is not present. If no transmission errors or losses are detected between the random access point and the recovery point, inclusive, the decoder shall start displaying from the decoded picture corresponding to the recovery point. There are no requirements to display pictures between the random access point, inclusive, and the recovery point, exclusive. 

3.5 Rendering Requirements

The AVC standard does not include requirements for the display process of decoded AVC sequences. However, the AVC standard allows transmission of display processing related data within the bitstream in the supplemental enhancement information (SEI, Annex D of the AVC standard) and in the video usability information (VUI, Annex E of the AVC standard). To unify the display process and handling of display related pieces of information in VUI and SEI, we propose the following requirements for receivers according to the targeted 3GPP services.

· The display process shall handle the video_full_range_flag of video usability information correctly. Without this requirement, black and white levels of the displayed sequence may be incorrect.

· The display process shall be capable of displaying up to 30 frames per second, inclusive. If the output frame rate of the decoder is greater than 30 frames per second, the display process may skip some of the frames to drop the displayed frame rate to 30 frames per second, but not lower. 

The following rendering requirements are for the conversational service only:

· Full-frame freeze and full-frame freeze release SEI messages must be obeyed. These messages are used in multipoint video conferencing. 

4 Background

4.1 Standardization Status

The H.264 / MPEG-4 AVC video codec was approved by ITU-T at the end of May 2003 and is due to final approval by MPEG soon. This codec achieves significantly better compression ratios than the state-of-the-art standards ([4], attached spreadsheet). In addition to the improved compression efficiency the AVC provides advanced error resilience tools [5]

 REF _Ref44855331 \r \h 
[6] and a flexible Network Abstraction Layer for adaptation to different transports [7].

4.2 AVC Profiles and Levels

A profile in video coding standards specifies a subset of algorithmic features of the coding standard. Decoders conforming to a profile shall be capable of supporting the entire subset of the algorithmic features of that profile. Encoders are not required to use a particular subset of a profile. Typically a profile is targeted for a set of applications that share a similar trade-off between memory, processing, latency, and error resiliency requirements.

A level in video coding standards is a set of limits mainly on memory and computation performance parameters. A level definition gives minimum requirements for decoders conforming to that level.

The AVC standard includes three profiles, Baseline, Extended, and Main. Each profile specifies restrictions on bitstreams and a subset of algorithmic features and limits that shall be supported by all decoders conforming to that profile. The Baseline profile includes all the “basic” coding tools and tools known as flexible macroblock ordering (FMO), arbitrary slice ordering (ASO), and redundant slices, which are referred to as enhanced error resiliency tools in this paper. The Main profile excludes the enhanced error resiliency tools and includes the “basic” coding tools, B slices, weighted prediction, adaptive frame-field (interlaced) coding for pictures that are larger than CIF, and context-based adaptive arithmetic coding (CABAC). The Extended profile includes all the algorithmic features of the main profiled except for CABAC. In addition, the Extended profile include SP/SI slices and data partitioning. Figure 1 illustrates how the coding tools are mapped to profiles.
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Figure 2. AVC profile structure.
In addition to an indication to which profile a bitstream belongs to, the AVC syntax includes indications to which profiles a bitstream is also compliant with. For example, if the enhanced error resiliency tools are not used in a Baseline bitstream, compatibility with the Main profile can be signaled in the bitstream. 

The table below provides an interpretation of the most relevant levels for low-end devices defined in the AVC standard.
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Table 2. Informative interpretation of some AVC levels.
4.3 Computational Complexity

The increase of the computational complexity of the decoder compared to earlier standards is moderate. See the table below for computational performance numbers of our decoder that is not optimized for speed to a large extent. The computational complexity of the encoder depends on the compromises made in the encoding algorithms and is scalable according to the available computing power.

	Sequence
	Millions of Cycles per second

	Foreman
	70.0

	News
	45.9

	Container
	45.5

	Silent
	50.8

	Car Racing
	68.6

	Glasgow
	48.5

	Nokia 3650 TV Spot
	55.7

	Nokia Minority Report TV Spot
	52.7

	Axe TV Spot
	61.4

	Average
	55.5


Table 3. Computational complexity of Nokia AVC decoder on ARM 925T. 
15 fps QCIF material was coded at 64 kbps.
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