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1. Overall Description:

GERAN2 thanks SA4 for the LSs received regarding the <Meaning of the ‘transfer delay’ QoS attribute for packet-switched streaming bearers>. GERAN2 acknowledge the approach described by SA4 on how the ‘transfer delay’ parameter is defined and how the MS and the NW should use it. Summary of the approach is described below:

· The transfer delay is the delay (95% percentile) experienced by packets between peer SNDCP entities. It does not include the delay experienced by packets due to the de-jittering buffer.

· Applications requiring lower packet loss than 5% may need to support a de-jittering buffer that is larger than the ‘transfer delay’ parameter specifies. 

· It is left up to applications to decide how large de-jittering buffer they should support depending on acceptable packet loss and what transfer delay the network can offer. 

· In order for the applications to be able to make this decision it is important that the expected delay variations of various RANs are estimated. In particular the delay variation for the <5% of the packets experiencing longer delay than the ‘transfer delay’ parameter is interesting (See section 2 below).

· It will not be possible for the NW (e.g. BSS) to optimize the Streaming performance based on the de-jittering buffer used in the application since the de-jittering buffer will be unknown in the NW.

2. Specific comments to the LSs from SA4

In the LS G2-030294 it says:

“We therefore believe that the transfer delay requested by the application is a function of the de-jitter delay in the application and the percentage of packets that might be considered lost because they arrive outside the de-jitter delay allowed in the application.”
GERAN2 does not completely understand the meaning of this sentence and would appreciate further clarifications. 

In the LS G2-030294 it says:

“In order to give effective guidelines in the SA4 specifications, we need to give some guidance about the shape and parameters of the distribution of delay values.  Are SA2 or GERAN2 able to give SA4 some information about the expected long-term overall delay distribution and relevant parameters beyond mean delay?”
GERAN2 has performed multiple different studies trying to analyse how the delay distribution looks like for a Streaming service supported in GERAN. Unfortunately performing a complete analysis of the delay distribution is complex and the result depends heavily on the assumptions taken in the simulation. Issues like NW planning, NW support of features (E.g. EDGE, Network Assisted Cell Change, etc.), NW congestion, NW signalling delays etc. as well as MS capabilities has a significant impact to the maximum delay experienced by the application.

Therefore the results presented below are given in quite vague terms and should not be assumed to be valid for all networks.
GERAN2 has made the following general observations of the delay characteristics for Streaming services:

· Streaming sessions where the user does not experience any cell changes or other link interruptions/degradations will experience a packet delay for all packets (excluding lost packets), which would in almost all scenarios, be below 2 seconds. The exact delay distribution is unknown.

· For streaming sessions where the user experience link interruptions due to cell changes (both inter and intra RA) it is expected that the packet delay for some packets will in most cases exceed the transfer delay of 2 seconds during cell change events. This will not necessarily mean that the number of packets during the whole session that will take longer than 2 seconds to be transferred will exceed 5%. 

· The probability that a given Streaming session will experience more than 5% of the packets later than 2 seconds are unknown and depends heavily on the system, user mobility and what service that is supported. It is however foreseen that the probability should be fairly low for normal user mobility.

· The maximum delay expected before all packets (excluding some packet loss) are received by the application will continue to be studied in GERAN2 under the assumptions described below. Initial results give a maximum delay for all packets, which is between 5 to 20 seconds depending on the scenario.

Simulation assumption in GERAN2:

TSG GERAN WG2 is in the process of running simulations related to streaming, and simulation assumptions include the following values relevant to this discussion. These input parameters should however be considered to be system dependant:

Probability that a cell change is a Routing Area change


10% and 15%

Interruption due to Routing Area change (Rel-5)



Preferred distribution: Shifted Rayleigh.Avg. 3 s. Min. 1.5 s (additional scenarios are optional). 

Interruption due to Cell change (with no Routing Area change) (Rel-5)
Preferred distribution: Shifted Rayleigh Avg. 2 s. Min 0.5 s (additional scenarios are optional).
3. Actions to SA4

No specific action assuming the comments presented in this LS are inline with SA4 assumptions.

4. Next meeting

	GERAN2 #15
	24 – 26 Jun 2003
	Fort Lauderdale, USA

	GERAN2 #16
	26 – 28 Aug 2003
	New York, USA

	GERAN2 #16bis
	6 – 10 Oct 2003
	Porto, Portugal


