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1 Introduction

The documents S4-30008 [4] and S4-030130 [5] at the SA4 meetings in San Francisco and Berlin, respectively, outlined a selection of stream quality metrics the PSS client should generate.

S1 has agreed that Release 6 PSS servers should be able to receive quality metrics generated by the handset in order to gauge the client experience [1], [2], [3]. The service requirements submitted by Three will be included in TS 22.233 (Tdoc S1-022037).

This document describes a reduced set of key “must have” client metrics for consideration by SA4 that we consider essential in order to determine stream quality and overall client experience.

2 High-Level Requirements Summary

The principal requirements that are listed and agreed upon in SA1 [1], [2], and [3] can be summarised as follows:

Determine the actual client experience

The objective quality metrics must be capable of accurately and reliably estimating the actual client (subjective) experience. This is undoubtedly the most important reason why the information is needed.

Monitoring and improvement

It is essential to determine the quality of streams delivered to the terminal and ultimately the client experience - to enable both improvements to the service and more accurate monitoring. The information could be used by operational systems to validate potential problems or to resolve issues.

Charging flexibility

More flexible charging would be possible with suitable metrics. This is not the primary aim of the feature but some exploration of the concept is given below.

Per-stream charging could use a quality-based approach where the client is billed based upon the quality achieved for the individual session. For example, suppose a stream deteriorates for some reason such as network performance or congestion, the charge could then be reduced or revoked. On the other hand it might show that the overall quality was acceptable even though some packets were lost or the frame-rate dropped for a while.

Client service-level agreements could also be supported more effectively by post-analysis of the records, so content could be sold as a bundle and billed according to the overall level of quality attained. For example a charge could be determined according to the number of streams that played satisfactorily.

The emphasis however is on measuring and improving quality in order to maximise the user experience, rather than charging mechanisms.

The main point is that the operator should be able to use the information in any way desired, as long as there is an appropriate method of obtaining the data.
3 Technical Considerations Summary

This section describes some technical considerations in order to realize the requirements above:

· Reliable. The metrics should be sent to the PSS server over a reliable transport protocol in order to guarantee delivery.
· Extensible. A mandatory set of fields should be defined that must be supported by all vendors but extensions must also be allowed.
· Ability to evolve. There should be a practical means of evolving while maintaining backwards-compatibility. The statistics should be safely ignored by PSS servers that do not support them, including vendor-specific extensions.

· Flexible. The transmission frequency should be specified with care to avoid unnecessarily bandwidth consumption. The default should be one, to report once at the end of the session. 
· Unique. Metrics should be reported for unique streams, for example based on the session identifier.
· Time-stamped. It should be possible to correlate each set of metrics to a distinct temporal point within the stream (i.e. a timestamp or sequence number must be included) in order to observe changes in quality over time and aid post-analysis. The terminal should be able to buffer a number of records to send in one message.
· Efficient. The increase in uplink bandwidth required ought to be considered. Consequently the terminal should establish bearers with sufficient bandwidth to transmit both the quality metrics and standard receiver reports to the server, depending on the expected report interval and size. Therefore the transmission of statistics should not adversely affect the real-time media flow, and the data should be represented in a compact form to minimise network transmission time.

· Authentic. It should be made difficult for the terminal/client to generate false metrics and therefore to mislead about the quality achieved during the stream.
· Minimal complexity. The processing overhead must be minimised so that even relatively low-power devices are capable of generating the data. There should be optional parts within the metrics that may be omitted by the device, depending on the vendor implementation and device capabilities.
· Delay. The delay requirements should be identified. For example whether the same real-time delivery constraints apply to the metrics data as the media flow, and the implication if the reports arrive ‘late’.

4 Discussion

4.1 Client Stream Metrics

The tables below describe a set of key metrics for consideration [4], [5]. Some other items will also be required in order to identify the client session (e.g. the session ID, date and time, source filename).

In arriving at these metrics some assumptions inevitably have to be made:

· Quality is in general not determined by “when” and “where” the problem occurred (when and where helps the diagnosis not the quality assessment).

· Quality is mostly determined by how long each problem lasted, how many times it occurred and with what interval it occurred.

· The purpose of the quality measurement proposed here is to get a comparison of end client experience when streaming locally versus when streaming over a 3g network. Therefore subjective or any other media quality analysis methods are out of the scope of this document.

· A video corruption is defined as a period where media either freezes or is degraded due to losses, delays or bit errors. A “good frame” is defined as a frame with zero corruption, A cause/effect matrix for both audio and video is shown in Table 1.

	Cause\Effect
	Corruption

	
	Video Freeze/ Audio Gap
	Distortion/Degradation

	Delay
	√
	√

	Loss
	√
	√

	Bit Error
	√
	√


Table 1

Additionally some discussion regarding what is not included is useful:

· Much information available at the client is already known by the server, e.g. protocol, length of content, audio/video codec used etc, and it is not necessary to report this. Consequently this data has not been proposed for inclusion

· Some other information does not actually say much about the quality measure, e.g. Number of I and P frames rendered, frame rates (Min, Ave, Max) etc. Consequently this data has not been proposed for inclusion. 

Table 2 Video related parameters
	Parameter
	Terminal
	Server
	Description

	Number of corruptions 


	Mandatory
	Mandatory
	Number of individual corruption periods due to delay, loss and bit errors.  (See below for definition of corruption period).

	Duration of corruptions: min, max, avg.
	Mandatory
	Mandatory
	Corruption duration can be measured in milliseconds or RTP time between the last frame before corruption and the first subsequent good frame except the buffering freezes and pause freezes.

The duration of the last frame displayed should not be included in the duration of corruption.  In the case where the duration of the last frame is not known, the estimate of its duration is up to the implementation. 
The duration of corruption must never be negative.

	Corruption percentage: min, max, avg
	Optional
	Mandatory
	Corruption percentage is defined as the percentage area of each video frame containing corruption.


Table 3 Audio related parameters

	Parameter
	Terminal 
	Server
	Description

	Number of corruptions


	Mandatory
	Mandatory
	An audio corruption is a period where audio has gaps or quality degradations. 

	Duration of corruption; min, max, avg 
	Mandatory
	Mandatory
	Corruption duration can be measured in milliseconds or RTP time between the last audio sample before corruption and the first subsequent good sample except the buffering freezes and pause freezes.


Table 4 Player and network related parameters

	Parameter
	Terminal 
	Server
	Description

	Termination normal/abnormal
	Mandatory
	Mandatory
	Did any “end device” error happen?

	Number of times player re-buffered

and min/max/avg/std of this duration
	Mandatory
	Mandatory
	The number of times the media player re-buffered

(excluding initial buffering and seeks)

	Stream setup time (seconds)
	Mandatory
	Mandatory
	The length of time between the stream request (measured from when the TCP connection is initiated) from the UE and the first RTP packet being received.



	Initial buffering time
	Mandatory
	Mandatory
	The time from receiving the first RTP packet until playing starts

	Min/Max/Avg/Std of number. of packets lost in succession
	Mandatory
	Mandatory
	The minimum number of content packets lost in succession per media channel.

	No. bytes presented to the media decoder
	Mandatory
	Mandatory
	Cumulative number of bytes presented to the media decoder

	No. detected bit-errors
	Optional
	Mandatory
	Number of detected bit-errors in the stream

	No. corrected bit-errors
	Optional
	Mandatory
	Number of detected and corrected bit-errors at the application-level. Lower-level errors will be handled by the link layer (either dropped or propagated to the application layer).


Note: It is assumed that buffering can happen because of one or more of the following reasons:

· Initial streaming (to fill up buffer to some level)

· Network issues (packets are delayed somewhere)

· Server issues (packets are not generated fast enough)

· Client presses seek button.

4.2 Transport

For transport purposes it is proposed that the following RTSP procedures are used:

Server( Client RTSP GET_PARAMETER

Client( Server RTSP SET_PARAMETER

To save bandwidth and server/client processing the metric data should be in an aggregated format so that it is not necessary to GET or SET the parameters individually. 

It is assumed that the terminal implements RTCP reports and will also implement RTCP protocol extensions upon acceptance as a standard [6]. Information derived from these two protocols will be used whenever possible. An SDP description may be needed to select the protocol of choice and the transmission frequency.

The transmission frequency should be specified with care to avoid unnecessarily bandwidth consumption. The default should be one, to report once at the end of the session. Further investigation is needed into whether the server should be able to send mid-session configuration updates to the terminal (for example to request a higher report frequency), or how to trigger a report on demand.
5 Conclusion

The above metrics and transport are proposed as initial proposals for inclusion into release 6 TS-26.233. A new section (“Streaming Quality Metrics”) should be added within the document that includes the information contained in tables 2, 3, and 4 above and the RTSP transport section. 
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