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1 Introduction and 
2 problem identification

Due to the dynamically changing throughput characteristics of the channel, the streaming delivery needs to be adaptive in order to maintain a real-time playback experience for the user. The streaming server should adapt the transmission rate to the varying throughput of the system.

The RTCP RR reports from the streaming client allows the server to find the transmission rate matching the reception rate. Transmission rate adaptation ensures that the transmission rate does not exceed the available channel throughput (i.e. overloads the network with data).

The server at the same time has to maintain some real-time constraints so that the client is able to playout the media in real-time (i.e. with correct synchronization) utilizing only a limited amount of pre-decoder buffering. Given the chosen transmission rate that has been adapted to the network available throughput, the server needs to decide at each time instant how to encode (which source coding rate) the packets to be sent. 

Under some circumstances, however, real-time playout cannot be guaranteed by the server. For example, client buffer underflow can be caused by handover in a mobile network or by client playout clock vs. server sampling clock drift. Unless the client has a way to communicate to the server, these issues have to be dealt with inside the streaming client implementation, transparently to the server.
Document [2] and [3] introduced the problem of rate adaptation, requirements for an adaptive PSS system, and a solution based on a server-client cooperative model. The rate adaptation solution has been improved in document [4]. This document summarizes the content of documents [2] and [3] focusing on responsibility split for cooperative rate adaptation.


· 
· 
· 
· 
3 Responsibility split in cooperative rate adaptation
One important aspect that must be considered for PSS is the responsibility split between PSS server and PSS client [1, 2] in order to handle efficiently cooperative rate adaptation. In practice, this means finding precise server-client roles separation in the management of the sampling, transmission, reception and playout curves ([1], sec. 6.2.5.1 and [2]) and the related rate adaptation operations. 

As a general principle, we follow the approach that a given curve must be managed by only one entity (client or server), and whenever a need for both entities to manage a curve arise, the co-operation behaviour must be clearly defined.

Responsibility split in rate adaptation management

· Sampling curve S(t): this should be left completely under the PSS server control for the following reasons:

· It is only the server which knows about the exact characteristics of each bit stream (e.g., switching positions, priority of frames, frame sizes)

· The server is able to look into the “future” of the bit stream (pro-active role)

· There might not be a bit stream rate that matches the network bit rate. So, the server might want to add some intelligence (e.g., thinning, switching up-and-down between bit rates) in order to fit the bitstream rate to the network bit rate.

The sampling curve should not be controlled by the PSS client, because the latter doesn’t know how much of its buffer buffer level increase/decrease is due to 

· Variation of the bit rate within the given bit stream

· Accumulation of difference between the bit stream average rate and the transmission rate.

· Transmission curve T(t): this should be left completely under the PSS server control for the following reasons:

· In the general case, it is only the server that can measure the amount of data “on the way” using RTCP RR reports.

· There might be need to (re-)couple transmission and sampling curves, if the latter has limited flexibility (i.e., limited range of bit rates).

· Real-time constraints management: this functionality should be left under the PSS server control. The server should maintain some real-time constraints by adapting its sampling curve to its transmission curve.

· The adaptation S(t) to T(t) guarantees that, with adequate buffering, the client is able to playout media with correct synchronization.

· At every time instant t the sampling curve S(t) should not deviate by a too large amount of bytes from the transmission curve T(t).

· Without Annex G this limit is not defined, but implementation specific. With Annex G, the real-time constraints are well defined.

· Without the server maintaining the real-timeness, only a completely client-driven scheme could be used, where the client issues specific commands for controlling S(t) and T(t). This would definitely result in a sub-optimal scheme, as was pointed out in the previous two bullet points.

· Reception curve R(t): this is under the network control.

· Playout curve P(t): this should be left under the PSS client control.

· Buffering management: this functionality should be completely under the PSS client control, which is responsible to provide the necessary buffering to “follow” the PSS server.

· Pre-decoder buffering for |S(t) – T(t)| management

· Jitter buffering for management of any transfer delay variation |T(t) – R(t)|. It is enough to implement a single buffer with dual (pre-decoder + de-jitter) functionality at the client.

· Tolerate for any mismatch of the sampling and playout curves (e.g., mobile station clock drift, or playback slowdown due to operating systems problems or excessive load in the mobile station).
The responsibilities of rate adaptation between the server and the client are, therefore, clearly divided as follows:
The server is responsible for:

· Adaptation of the transmission rate to the reception rate (i.e. congestion control). 

· Adaptation of the sampling rate to the transmission rate (i.e. managing the shift and keeping it within the rate adaptation operating range [4]).

When trying to perform the adaptation, the server is limited by:

· Modification of the transmission curve: the transmission curve is constrained by the reception curve and thus the server may not be able to increase it. It can increase it only if it were not using previously its total available bandwidth. For example, a server may be using the TFRC mechanism (or receiving an explicit bandwidth information via client signaling) to compute its allowable transmission rate and would not increase its rate above the rate TFRC (or the actual signaled bandwidth) tolerates. 

· Modification of the sampling curve: depends on the rate adaptation capability of the server. For example if the server implements bitstream switching and if the server is transmitting at its lowest (or highest) bitstream, it would not be able to further decrease (or increase) the sampling rate.

The client is responsible for:
· Compensating for packet transfer delay variation (i.e. network jitter).

· Setting the parameters of the server rate adaptation operating range (i.e. range of shift).
The key to maintaining uninterrupted playout is the efficient management of the client buffer level. This can be accomplished by having at least implicit or estimated control over both the playout curve and the reception curve at the client. The client by definition knows and controls the decoding/playout timeline. If the client is enabled to have control of the playout curve and its relation to the sampling curve, it will have control of its buffer level. 

The client should choose the rate adaptation parameters considering its absolute buffering limitations. It should be up to the server to choose how to adapt its encoding rate and/or transmission rate when responding to the client request. Either the transmission curve or the sampling curve or a combination of both can be adapted.
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In other words, the PSS client should be able to instruct the server to send the packets earlier or later than their sampling time. This enables a truly co-operative sampling curve control, and is in contrast
· With a purely server-driven S(t) control approach, where the server estimates what should be the client buffer level and how to shape the sampling curve accordingly (i.e., passive client approach).

· With a purely client-driven S(t) control approach, where the client dictates what should be the sampling rate at any given time instant, for example by sending bit stream switch commands (i.e., passive server approach).

If no buffer level management is enabled in the client, frequent buffer underflows or overflows can

occur in the client due to events that are not detectable by the server (as described above).
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7 Conclusion and recommendation
This brief document described some issues in rate adaptation, focusing in particular on the responsibility split between PSS server and client, in a cooperative rate adaptation model. It is proposed to include the main concepts of this document into the TR 26.937 [1].
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