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1. Introduction

This document elaborates on rate adaptation for PSS in Releases 5 and 6 specifications, with particular regard of current scenarios, problems and requirements. 

Rate adaptive PSS solutions are recently under discussion and consideration in 3GPP SA4, given the multiple network environments under which a PSS application can run (i.e., GPRS, EGPRS, UTRAN). In general, mobile bearers can offer guaranteed and/or non-guaranteed bit rates. This requires a PSS end-to-end system to handle cases of network bandwidth variability that may occur not only over non-QoS-guaranteed networks, but also over QoS-guaranteed networks. In addition, service interruptions problems, such as those produced by handovers or momentary losses of radio coverage, can be considered as general rate adaptation issues that must be handled by a PSS application.

2. Definitions

In the remainder of this document the following notation will be used. This is in accordance to the notation defined in [1]:

· S(t) defines the sampling curve which indicates the progress of data generation if the media encoder were run in real-time to encode a given media stream. On a chart, two sampling curves with different slopes indicate two media streams encoded at different bit rates.  

· T(t) defines the transmission curve which shows the cumulative amount of data sent out by the server at a given time, for a given media stream. On a time/number of bytes axes, this curve allows to derive the server transmission rate over a given interval of time.  

· R(t) defines the reception curve which shows the cumulative amount of data received and placed into the client buffer at a given time.
· P(t) defines the playout curve which shows the cumulative amount of data that a media decoder has processed by a given time from the receiver buffer.
3. PSS Rel. 5 – How does a good solution work?

This section includes some consideration on how a good Rel. 5 PSS end-to-end solution could work in relation to the rate adaptation functionality

One aspect that has not been deeply analysed in SA4 is the responsibility split between PSS server and PSS client in order to handle efficiently rate adaptation. In practice, this means finding precise server-client roles separation in the management of the 4 different curves defined in section 2 and the related rate adaptation operations. 

As a general principle, we follow the approach that a given curve must be managed by only one entity (client or server), and whenever a need for both entities to manage a curve arise, the co-operation behaviour must be clearly defined.

Responsibility split in rate adaptation management

· Sampling curve: this should be left completely under the PSS server control for the following reasons:

· It is only the server which knows about the exact characteristics of each bit stream (e.g., switching positions, priority of frames, frame sizes)

· The server is able to look into the “future” of the bit stream (pro-active role)

· There might not be a bit stream rate that matches the network bit rate. So, the server might want to add some intelligence (e.g., thinning, switching up-and-down between bit rates).

· The sampling curve should not be controlled by the PSS client, because the latter doesn’t know how much of its buffer buffer level increase/decrease is due to 

· Variation of the bit rate within the given bit stream

· Accumulation of difference between the bit stream average rate and the transmission rate.

· Transmission curve: this should be left completely under the PSS server control for the following reasons:

· In the general case, it is only the server that can measure the amount of data “on the way” using RTCP RR reports.

· There might be need to (re-)couple transmission and sampling curves, if the latter has limited flexibility (i.e., limited range of bit rates).

· Real-time constraints management: this functionality should be left under the PSS server control. The server should maintain some real-time constraints by adapting its sampling curve to its transmission curve.

· The adaptation S(t) to T(t) guarantees that, with adequate buffering, the client is able to playout media with correct synchronization.

· At every time instant t the sampling curve S(t) should not deviate by a too large amount of bytes from the transmission curve T(t).

· Without Annex G this limit is not defined, but implementation specific. With Annex G, the real-time constraints are well defined.

· Without the server maintaining the real-timeness, only a completely client-driven scheme could be used, where the client issues specific commands for controlling S(t) and T(t). This would definitely result in a sub-optimal scheme, as was pointed out in the previous two bullet points.

· Reception curve: this is under the underlying network control.

· Playout curve: this should be left under the PSS client control.

· Buffering management: this functionality should be completely under the PSS client control, which is responsible to provide the necessary buffering to “follow” the PSS server.

· Pre-decoder buffering for |S(t) – T(t)| management

· Jitter buffering for management of any transfer delay variation |T(t) – R(t)|. It is enough to implement a single buffer with dual (pre-decoder + de-jitter) functionality at the client.

· Tolerate for any mismatch of the sampling and playout curves (e.g., mobile station clock drift, or playback slowdown due to operating systems problems or excessive load in the mobile station).

4. What is missing in PSS Rel. 5? How can the approach be improved?

This section introduces the missing elements and requirements for rate adaptation in Rel.5 and 6 specifications.

4.1 Rel. 5

There is a limited possibility to introduce new features into Rel. 5 PSS specifications. In practice, the any new mechanism related to rate adaptation should be shifted and introduced in Rel. 6 specifications. However, within the boundaries of Rel. 5 definition, there is a possibility to include recommendations.

One issue that needs to be addressed is that of robust handover management. If handled by means of standard RTSP, this issue can be covered already by Rel. 5 specifications. A proposal was already presented at SA4#25 meeting [2]. The proposal was a solution to handle long lossy handovers (in the order of several seconds) by means of PAUSE/(re-)PLAY messages sent from client to server, in order to enable the server to re-play the part of the stream that was lost by the client during the handover event and ensure pauseless playback. This proposal could be considered to be included into an informative annex (implementors guide) of TS 26.234 Rel. 5. 
4.2 Rel-6

More advanced rate adaptation mechanisms can be defined within Rel. 6 PSS specifications. This section introduces the mechanisms and signalling required.

· Basic signalling: the most important and valuable information that needs to be communicated from PSS client to server is the bandwidth information. Other QoS profile information could also be communicated. In the following, a short list of data that could flow from client to server is defined:

· Bandwidth (guaranteed bit rate of the bearer)

· Maximum bit rate of the bearer

· Transfer delay of the bearer

· Info on whether the bearer is QoS-guaranteed or non-QoS-guaranteed.

· Capability negotiation: mechanisms for negotiating rate adaptation features and capabilities (for example RTP retransmission) are needed. These can make use of UAProf or RTSP.

· Client buffer level management: the PSS client should have a way to communicate with the server to influence its buffer level in a 

· Reactive manner (e.g., correction of the mismatch between sampling and playout curves due to clock drift or other playout slowdown problem).

· Pro-active manner (e.g., controlling how much data is in the buffer (for example) for the purpose of handling handover data flow discontinuity or for withstanding future possible long handovers without overflowing).

In other words, the PSS client should be able to instruct the server to send the packets earlier or later than their sampling time (i.e., the packets timestamp). This would enable a co-operative sampling curve control, and 
is in contrast

· With a purely server-driven S(t) control approach, where the server estimates what should be the client buffer level and how to shape the sampling curve accordingly (i.e., passive client approach).

· With a purely client-driven S(t) control approach, where the client dictates what should be the sampling rate at any given time instant, for example by sending bit stream switch commands (i.e., passive server approach).

If no buffer level management is enabled in the client, frequent buffer underflows or overflows can occur in the client due to events that are not detectable by the server (as described above).
5. Conclusions and proposal
This document includes issues and problems related to rate adaptation in PSS Rel. 5 and 6. 
For Rel. 5 specifications, it is proposed to create and informative annex (implementers guide) in the TS 26.234 which would include the basic technique for robust handover management as described in section 4.1 of this document.
For Rel. 6, a more detailed analysis and proposals are carried out in separate documents submitted at SA4#25bis meeting.
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