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Introduction and Background

This document contains a proposal for how a bit-rate adaptation mechanism can be included in PSS Rel-6. This proposal contains a basic framework that is modular and easily extendable and can work in a back-wards compatible fashion towards earlier releases. 

The need for end-to-end bit-rate adaptation is motivated in [5]. The main reasons for need of bit-rate adaptation is:

· When a PSS client experience hand-over, it may result in renegotiated QoS agreements. This may also be inter-system hand-over, for example from UMTS to GPRS.

· The PSS client uses a best-effort traffic class and desires to utilize as much as possible of the available link speed. It must also handle when the available bit-rate is reduced by increased usage by other users.

Adding bit-rate adaptation to PSS will enable the service to continue to function when experiencing link degradation at the cost of lower quality. The alternative is to have total discontinuation of the service. It will also enable better resource utilization enabling clients to have better quality when more resources becomes available. 

The System Model

The PSS server and client are connected over a network that can be simplified as having buffer capacity and certain bit-rate. The server sends out media at a certain transmission rate while the client consumes from its buffer at another rate given by the media encoding. 
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 Figure 1 - Transmission model

In Figure 1 the server sends out media with a given transmission bit-rate giving the transmission curve, T(t). The network transports this traffic towards the client with a bit-rate that somewhat simplified equals its slowest link. The client receives the media with the bit-rate according to the reception curve R(t) . The client in its turn consumes the media according to the playout curve P(t), which normally depends on the media encoding, i.e. the sampling curve S(t). 

The simplified model so far has been that the server sends out the media in the same rate that it is consumed at the client, i.e. T(t) = P(t). The problem with this is if the network is unable to provide a bit rate that is equal or greater than transmission bit rate. In that case the networks buffers fills up. When these buffers are full the overflowing packets will be thrown away resulting in packet loss. At the same time the clients buffer will also drain as it is refilled at rate which is smaller than playout rate, i.e. R(t) < P(t). When the buffer is empty the client has no other choice than to interrupt the play-out of the media to refill the buffer. 

The basic goal of end-to-end bit-rate adaptation is to ensure that the servers transmission bit-rate T(t) is never larger then the networks available bit-rate R(t). If successfully ensuring this it will prevent both packet losses and buffer under-runs (under the assumption that transmission rate is still equal to play-out rate. 

General Overview

The basic idea of the proposal is to give the server the necessary information to estimate the network transmission rate. Based on this estimate it is the server's responsibility to adapt its transmission rate, i.e. control the transmission curve T(t). To maintain the real-time properties when changing the transmission curve it may have to change also the sampling curve, for example by doing bit stream switching or thinning. 

The basic framework of the proposed solution is the server's responsibility for the adaptation and the enabling of the information flows from the client to the server of relevant information regarding the network behavior. Motivations for having this dividing of responsibility can be found in [5].

The proposal assumes the server's possibility to change the source encoding bit-rate of the media to maintain the assumption that transmission bit-rate is equal to consumption bit-rate. Note that the consumption bit-rate must only be equal transmission bit-rate when the pre-decoder buffer of TS 26.234 [2] Annex G is taken into consideration as bit-rate smoothing enabler. The change of source bit-rate at the server can be performed with any suitable means like, e.g. bit stream switching, and thinning. 

The basic functionality to enable the server to estimate the network bit rate is RTCP transmissions. The RTCP Receiver report contains information on how the network has behaved since the last report. The information present that is useful is: number of packets lost, the highest sequence number arrived at the client, and round trip time (RTT) measurement. Unfortunately the jitter statistics are normally not useful due to the transmission scheduling that disconnects the RTP timestamp (representing sampling time) from transmission time. As this information is for each reporting interval, more frequent RTCP reporting gives the server more detail and also allows for quicker decisions. By having RTCP as a basis this solution works also with clients from previous PSS releases as RTCP is supported from the first PSS release. 

To be able to improve the RTCP reporting interval it is proposed that support for the "Extended RTP Profile for RTCP-based Feedback (RTP/AVPF)" [1] is added to PSS. This will enable the client and server to better utilize the available RTCP bit-rate. Part of this solution has already been included as optional behavior in appendix A.3.2.3 of [2]. Including the full profile will allow determination of support of this profile through signaling. It will also allow more flexibility in the sending of RTCP packets by allowing early RTCP packets. 

To enable the server to make quicker and better estimates of the network bit rate the server should be provided with further information sources. These information sources can incrementally be added as long as they fit the basic framework. This document proposes two information enhancements. 

To enable the server to get better information from each RTCP report it is proposed that the RTCP extended reporting (XR) format [3] is used. Of the many formats available in this specification the most interesting for bit-rate estimates and adaptation functionality are the Loss RLE Report Block, Receiver Timestamp Report Block, Receiver Timestamp Report Block, and DLRR Report Block. Unfortunately the Receiver Timestamp Report Block will most often be considered to bandwidth consuming to be really useful. In the consideration of inclusion of RTCP XR into PSS must be the stability of the specification within IETF. If a stable specification is finished before the finalization of the REL-6 PSS work it can be included. 

The other information source is to allow the client to explicit report the bit-rate to the server that the whole streaming session has available to use. Situations where explicit signaling is useful is: At the beginning of a session when a client has finished negotiating a QoS radio bearer, then the result can be signaled to the server. Also when a QoS agreement is renegotiated and the bit-rate due to this need's to be changed. The bit-rate values can be sent from the client to the server with the RTSP "Bandwidth" [4] header and new headers. 

Protocol Components

This chapter describes the protocol components necessary for standardization. In Figure 2 the components part of the proposal is shown and how the information flow between the client and server may be. 

On the server side the transmission control sends out packet at the transmission bit rate given by the adaptation control logic. It is able to send at a number of rates due to that the server file format has to possibility to store several rates. The adaptation control logic gets information from RTCP, and RTSP, that enables it to estimate the bandwidth. The file format also gives information of what bit-rates are available and when it is most suitable to switch between rates. 

On the client side the RTP packets are received. The information for the RTCP statistics are gathered and stored in the RTCP module. The data is entered into the client's buffer. The RTCP reports are sent periodically according to the RTCP rules used. 
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Figure 2 - Adaptation Components

The Figure 2 is intended as help to understand the possible information flow and which components are involved not mandating any special implementation. The rest of the chapter describes components and parts that need standardization work. 

RTCP 

To enable frequent transmission of RTCP reports and well defined signaling of how the RTCP transmission shall be performed:

· The server and client should both implement the "Extended RTP Profile for RTCP-based Feedback (RTP/AVPF)" [1] and the SDP and RTSP signaling to indicate support and usage of it. 

To enable extended feedback exchange between the client and the server:

· The client should implement and send the Loss RLE block report part of "RTCP Reporting Extensions" [3]. 

· The server shall implement reception of the "Receiver Timestamp Report Block" [3] and upon reception send "DLRR Report Block" [3] responses to the client.

·  The client may send of the "Receiver Timestamp Report Block" [3] to measure the RTT between the server and client. 

RTSP

To allow the client to report a known current bit-rate:

· The server must implement and understand the RTSP "Bandwidth" header. Sent in any of the RTSP methods DESCRIBE, SETUP, PLAY, SET_PARAMETER, and OPTIONS. 

· The client should implement the RTSP "Bandwidth" header to be used with any of the methods DESCRIBE, SETUP, PLAY, SET_PARAMETER, or OPTIONS. 

The usage of the RTSP "Bandwidth" header in accordance with its defined meaning in [7] has the meaning that the given bit-rate value is the total bit-rate available for the RTSP session indicated by the session header part of the request. For an aggregated RTSP session containing two or more medias the bit-rate given must be shared between them. Also the RTCP bandwidth needs to be included in the given bit-rate value. However the bit-rate assigned to RTCP cannot be changed during the session. 

When Bandwidth is used together with the method DESCRIBE this indicate what the client believes is available for the session. This information can be used by the server to prepare a session suitable for the client. However as DESCRIBE does not relate to the state of any session this information is not stored. 

The client may include the "Bandwidth" header in a PLAY or SETUP request to indicate the bandwidth that it knows it has available. That information may, for example come from knowledge of the used link. 

The client may further send "Bandwidth" as part of OPTIONS or SET_PARAMETER request with "Session" header included to update the server on its view of the available bit-rate for the indicated session. The bit-rate signaled needs to be known as what is currently available. 

To enable the server to know the characteristics of the radio bearer it is going to be using a new RTSP header is defined. So far three types of characteristics is defined, guaranteed, and maximum bit-rate, and maximum transfer delay. The given values can be used as constraints to the adaptation logic. 

In the form of ABNF from RFC 2234 [6] the header is defined as:

3gpplinkheader = "3GPP-Link-Char" ":" link-characteristic *(";" link-characteristic) CRLF

link-characteristic = Guaranteed-BW / Max-BW / Max-Transfer-delay / extension-type

Guaranteed-BW = "GBW" "=" 1*DIGIT 
; bps

Max-BW = "MBW" "=" 1*DIGIT

; bps

Max-Transfer-delay = "MTD" "=" 1*DIGIT
; ms

extension-type  = token "=" (token / quoted-string)

DIGIT = as defined in RFC 2326 [7]

token = as defined in RFC 2326 [7]

quoted-string = as defined in RFC 2326 [7]

Example: 
3GPP-LinkChar: GBW=32000; MBW=128000; MTD=2000

The "Guaranteed-BW" indicates the guaranteed bit-rate in bits per seconds that the used radio bearer has. If no guaranteed bit-rate is given for the link the parameter shall not be included. A Value of 0 also indicates that no guarantees are given about the link, i.e. a best effort one. Note that this guaranteed value only applies for the radio bearer and may not be kept on the rest of the network path between server and client. 

The "Max-BW" indicates the maximum bit-rate in bits per second that the used radio bearer can transport. This rate will be an upper limit that can't be exceed over the radio bearer. Note that this is the given maximum for this link only other links on the network path between client and server may have a lower maximum. 

The "Max-Transfer-delay" contains the maximum transfer delay as defined in [8] in mille seconds. As this value only applies to the radio bearer the value may not be useful unless the server has knowledge about the approximate delay between the server and the radio bearer. 

The "3GPP-Link-Char" header can be included in request using any of the following RTSP methods: SETUP, PLAY, OPTIONS, and SET_PARAMETER. The header shall not be included in any response. The header applies to resource that is indicated by the request URL. So for example if the header is part of an SETUP request the given values only applies to the transport for that media resource indicated. If it is given in a PLAY request for an aggregated session using the aggregated control URL the values applies for the whole session.

By including the "3GPP-Link-Char" header in a SETUP and PLAY request the client can include the initial values for the link characteristics. The usage in a SET_PARAMETER or OPTIONS request the client to updates these values during a session currently doing play-out. It is recommended that SET_PARAMETER is used as this has the correct semantics for the operation and also requires less overhead both in bandwidth and server processing. When performing updates of the parameters the old values are discarded and only the given ones are established in the updated set. This means that if a parameter has not be changed it still must included in the update. 

Server Adaptation Logic

The implementation of the logic is not standardized. However the following requirements do apply on any adaptation logic. 

· Needs to be implemented in a robust way. It is the server's responsibility that it is robust and do not oscillate.

· When consider explicit bit-rate information from the client, follow any notification that indicates a reduced bit-rate. Indications for increased bit-rate should be verified by the server before being followed.

Server File Format

The server file format should support bit-rate adaptation. To make it possible the following requirement is therefore place on that work:

· The server file format shall support storage of multiple alternatives in different bit-rates of the same media. 

· The different bit-rate alternatives must be indicated as being possible to switch between.

· Further should it be easy to extract the information on where it is suitable to make switches between different alternatives. 

Other Components

This chapter describes the other components that are active in the solution but do not require standardization effort. 

The Transmission Control

The transmission control, ensure that media transmissions are done in a smooth way ensuring that the transmission is kept at a certain transmission rate. This component is totally implementation dependent. 

Note on IETF protocols under development

This proposal contains two IETF mechanisms that are under standardization but not yet finalized. It is the belief of the authors of this proposal that both these will be finished before REL-6 is finalized. If for some reasons they are not ready they should not be included in the adaptation for REL-6. This is possible as they are only ensuring improvements of performance, and not being required for core of the solution. 

Proposal

We proposed that the functionality necessary for performing bit-rate adaptation during play-back is added to PSS. This allows streaming sessions to remain useable past events affecting the bit rate. Better utilization of the available resources will also be possible. 

We propose that the following parts is standardized in PSS REL-6:

· The basic framework, having the server being the responsible entity for bit-rate adaptation and the client simple having a reporting functionality. The basic information source for this adaptation being RTCP.

· That the “Extended RTP Profile for RTCP-based Feedback (RTP/AVPF)” [1] is included and recommended to be used for all REL-6 clients and servers.

· That the proposed parts of “RTCP Reporting Extensions” [3] is included in the adaptation solution.

· That the use of the RTSP [4] "Bandwidth" header is included as proposed. 

Further we propose that the requirement that bit-rate adaptation puts on a server file format is considered in that work. 
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