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Summary

This input provides information about the speech recognition performance assessment procedures that have been developed over the last 4 years by ETSI for the evaluation of Distributed Speech Recognition front-ends. This document summarises the databases and evaluation frameworks that have been developed and provides references to the more detailed descriptions of these.

For ease of access these references are also made available within the zip file.

Front-end Speech Recognition Performance Assessment Procedures Used in ETSI STQ Aurora
1.   Introduction

Over a period of 4 years the ETSI STQ-Aurora working group has developed a set of evaluation databases and test criteria. Their purpose has been to support the characterisation and selection of Distributed Speech Recognition (DSR) front-ends. The databases cover a range of tasks (small vocabulary and large vocabulary), environments (typical for mobile device users) and languages.  These have been made publicly available and are widely used. The evaluation databases are summarised below and for anyone interested in more details is invited to read the more detailed reports sited in the references. The databases and procedures have been used for the competitive selection of the Advanced DSR front-end standard ES 202 050 and is summarised in references [10, 12]. For ETSI members further information is available at the ETSI Aurora web site [11].

2.   Evaluation databases

2.1 Aurora 2: Noisy TI Digits – small vocabulary evaluation 

The original high quality TIDigits database has been prepared by downsampling to 8kHz, filtering with G712 (which has frequency response representative of GSM terminal characteristics) and the controlled addition of noise to cover a range of signal to noise ratios (clean, 20,15,10,5,0,-5dB) and 8 different noise conditions. The database consists of connected digit sequences for American English talkers and clean and multi-condition training sets are defined. A full description of the database and the test framework is given in reference [1].

There are 3 test sets; set A contains noises seen in the multi-condition training data, set B contains noises that have not been seen in the training data and set C uses M-IRS filtering and noise addition to test the combination of convolutional distortion and noise.

2.2 Aurora 3: Multilingual Speechdat-Car Digits – small vocabulary evaluation

The purpose of these tests is to evaluate the performance of the front-end on a database that has been collected from speakers in a noisy environment. It tests the performance of the front-end with well matched training and testing as well as its performance in mismatched conditions as are likely to be encountered in deployed DSR systems. It also serves to test the front-end on a variety of languages: Finnish, Italian, Spanish, German, and Danish [2,3,4,5,6]. It is a small vocabulary task consisting of the digits selected from a larger database collection called SpeechDat-Car. These experiments will be performed at 8kHz sampling rate. See reference [2] as an example of for descriptions of these databases for Finnish with baseline performances for the mfccFE. The databases each have 3 experiments consisting of training and test sets to measure performance with:
A) Well matched training and testing - Train & test with the  hands-free microphone over the range of vehicle speeds so that the training and test sets cover similar range of noise conditions.
B) Moderate mismatch training and testing - Train on only of a subset of the range of noises present in the test set. For example, hands-free microphone for lower speed driving conditions for training and hands free microphone at higher vehicle speeds for testing.
C) High mismatch training and testing - Model training with speech from close talking microphone. Hands-free microphone at range of vehicle speeds for testing.

2.3 Aurora 4: Noisy WSJ – large vocabulary evaluation

AU/337/01 [13] describes the large vocabulary database based on controlled filtering and noise addition to the Wall Street Journal database (WSJ0). The tests will produce 4 performance measures for the large vocabulary task. The result in each case is the average performance improvement relative to the mfccFE baseline (at corresponding sampling rate) for the 14 test sets.

· 8kHz clean training

· 8kHz multicondition training

· 16kHz clean training

· 16kHz multicondition training

An HMM recogniser framework for this task has been prepared by the University of Mississippi for Aurora [5].

2.4
Distribution and Availability of Databases

All of these databases have been made available publicly through the European Language Distribution Agency ELRA [7].

3.  Reference Recogniser Configurations

For each database there is a reference speech recognition engine configuration defined using a publicly available recogniser. For Aurora-2 and Aurora-3 these are based on the Hidden Markov Model Toolkit (HTK) originally developed by Cambridge University. HTK is publicly available at [8] and the recogniser configurations are defined and distributed with the databases from ELRA. For Aurora 4 the recogniser was developed by ISIP at the University of Mississippi [14]. 

The combination of these databases with their defined training and test sets together with the reference recogniser configurations has permitted measurement and characterisation of the performance of the alternative front-ends. The configurations have now been used by many different organisations. Within Aurora the configurations have been shown to give repeatable and reliable results across many organisations.

To help comparative analysis performance metrics that weight the individual performance scores to give an overall performance metric have been defined [10]. To ensure that these are applied correctly spreadsheets have been defined in which to enter results from a particular test [9].

These databases are now widely accepted and used by the international speech research communities. Two special sessions on Noise Robustness have been organised at international conferences where the Aurora-2 and Aurora-3 databases have been used for the purposes of comparing the performance of different research algorithms. At EuroSpeech 2000 held in Allborg, Denmark in Sept 2000, 20 papers were presented at the session and at ICSLP held in Denver, USA in Sept 2001, 29 papers were presented with results on these databases. 
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