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Q.9/16 is engaged in developing a variable bit-rate (VBR) standard. Currently, we are exploring two technical approaches for the standard:

 Multi-mode Source Controlled Variable Bit-rate (MSC-VBR)

 Embedded Coding Variable Bit-rate (EC-VBR)

The MSC-VBR approach is based on using several fixed gross bit-rates, and selecting one of these based on the source signal characteristics on a frame-by-frame basis. The approach provides several operating modes, each of them corresponding to a pre-selected average bit-rate target. Annex A of this document contains a preliminary terms of reference for this VBR standard development.

The EC-VBR approach employs a core layer and one or more enhancement layers. An EC-VBR coder is to support scalability in bit-rate and bandwidth. Annex B of this document provides our current understanding on potential applications, coder functionalities, and some high-level bit-rate and quality targets. We plan to develop a detailed terms of reference document based on your inputs.

We request that you review the attached documents and provide your feedback for each of the two VBR approaches, in terms of applications and requirements that you may be interested in.

We thank you in advance for your kind consideration on this request.

Attachments:

Annex A: Preliminary ToR for the MSC-VBR standard

Annex B: Report of ad-hoc group discussion on Embedded Coding approach

Annex A:
Preliminary ToR for the MSC-VBR standard

This document contains the preliminary Terms of Reference (ToR) for the future ITU-T Multi-mode Source Controlled Variable Bit-Rate (MSC-VBR) speech coding standard. 

A.1.
Applications

Before the terms of reference can be finalised, it is necessary to consider the applications that the next generation low-rate speech coding algorithm is assumed to be addressing. Since lower bit-rate and/or higher quality is the primary objective and advantage of a MSC-VBR system, any applications with shared available transmission or storage bandwidth would benefit from such a standard. As an objective, it is assumed that a unique "toll-quality" scalable multi-operating modes speech algorithm ought to be selected, that is, an algorithm capable of addressing all applications listed below. 

The applications identified for the MSC-VBR speech-coding algorithm are partitioned into two groups: a primary group and a secondary group. The primary group comprises those applications that are most likely to employ MSC-VBR speech coding early and in large numbers. As a result, primary applications are expected to "drive" the development of the standard, at least as regards schedule. The secondary group comprises those applications likely to benefit from the availability of a MSC-VBR speech-coding standard, but which are either unlikely to employ large numbers of MSC-VBR speech-coding devices or, at least on an interim basis, can also utilise some other speech-coding standards without adversely impacting the economics of their application.

	Primary Applications:

· 3G wireless applications, e.g. IMT-2000

· VoIP

· Very low-rate PSTN visual telephony;

· Personal communications;

· Simultaneous voice and data systems; and

· Mobile-telephony satellite systems.
	Secondary Applications:
· Digital circuit multiplication equipment;

· Packet circuit multiplication equipment;

· Low-rate mobile visual telephony;

· Message retrieval systems; and

· Private networks.


A.2.
Performance Requirements & Objectives

The key performance requirements for an MSC-VBR speech-coding algorithm are shown in Table 1.

Table A.1 (Part 1/5)
Performance Requirements and Objectives for MSC-VBR Speech-Coding Algorithm (Note 1)

	Parameter
	Requirement(s)
	Objective(s)

	Building blocks of the MSC-VBR (Note 22)
	Several different building blocks operating at a certain gross bit-rates (Note 11, 23)  
	

	Operating modes (Note 24)
	Multiple modes resulting in different targeted average bit-rates (ABRs). 4 modes will be considered:

MVBR(H): highest ABR mode

MVBR(M1): higher medium ABR mode

MVBR(M2): lower medium ABR mode

MVBR(L): Lowest ABR mode
	Continuous ABR ranging between that of MVBR(H) and MVBR(L)

	Average bit-rate (ABR) (as a function of voice activity factor, VAF, measured on clean speech) (Note 26, 27) 
	MVBR(H): around that of VAF(12kbit/s+[10%]+[[TBD]% for background noise conditions]

MVBR(M1): around that of VAF(8kbit/s+[10%]+[[TBD]% for background noise conditions]

MVBR(M2): around that of VAF(6kbit/s+[10%]+[[TBD]% for background noise conditions]

MVBR(L): around that of VAF(4kbit/s+[10%]+[[TBD]% for background noise conditions]
	As low as possible


Table A.1 (Part 2/5)
Performance Requirements and Objectives for MSC-VBR Speech-Coding Algorithm

	Parameter
	Requirement(s)
	Objective(s)

	Speech quality in error-free condition at nominal input level of –26.15 dB with respect to the OVL point (-20 dBm0)
	MVBR(H): Not worse  than that of ITU-T Rec. G.711 at 64kbit/s at the same input level

MVBR(M1): Not worse than that of ITU-T Rec. G.729E at 11.8kbit/s at the same input level

MVBR(M2): Not worse than that of ITU-T Rec. G.729 at 8kbit/s at the same input level 

MVBR(L): Not worse than that of ITU-T Rec. G.729D at 6.4kbit/s at the same input level
	Not worse than that of ITU-T Rec. G.711 at the same input level

Not worse than that of ITU-T Rec. G.729E at 11.8kbit/s at the same input level

Not worse than that of ITU-T Rec. G.729 at 8kbit/s at the same input level



	Operating mode switching (Note 25)
	Arbitrary switching among operating modes using the same set of building blocks, without generating additional degradation
	

	Speech quality dependency on the input signal level between –36.15dB and  -16.15 dB with respect to the overload point (Note 5)


	Not worse than their respective references for the 4 MVBR modes
	As low as possible

	Quality dependency on speakers


	Not worse than their respective references for the 4 MVBR modes


	As low as possible

	Tandeming capability for speech
	Not worse than their respective references for the 4 MVBR modes under the same condition
	[TBD]

	Tandeming with other ITU-T speech encoding standards
	For Further Study
	Synchronous tandeming property

	Tandeming with regional digital mobile radio (DMR) standards
	
	For Further Study


Table A.1 (Part 3/5)
Performance Requirements and Objectives for MSC-VBR Speech-Coding Algorithm

	Parameter
	Requirement(s)
	Objective(s)

	Speech performance with bit errors for an input signal nominal level of -26.15 dB with respect to the overload point:


	
	

	- BER = 10-3
	
	

	   Random errors (Note 2)
	For further study


	For further study

	Detected Frame Erasures (Note 3):
	
	

	-3% Random

MVBR(H)

Other MVBR Modes


	Not worse than G.729E at 11.8kbit/s or G.711 Appendix I, whichever is better

Not worse than their respective references under the same condition


	For further study

	-3 % Bursty
	For further study
	For further study

	Undetected Burst Errors:

(Note 4)
	
	For further study

	Capability to transmit music (Note 10)

MVBR(H)

Other MVBR Modes


	Not worse than G.728 at 16kbit/s

Not worse than their respective references


	Not worse than that of G.711

	Performance in the presence of background music
	For further study
	


Table A.1 (Part 4/5)
Performance Requirements and Objectives for MSC-VBR Speech-Coding Algorithm

	Parameter
	Requirement(s)
	Objective(s)

	Performance in the presence of background noise (Note 17):
	
	

	– Car Noise at a SNR of x dB 

MVBR(H)


	Not worse than G.729E at 11.8kbit/s under the same condition. x= 15 dB


	Not worse than 32 kbit/s G.726. x = 10 dB

	Other MVBR Modes
	Not worse than their respective references under the same condition. x= 15 dB


	

	– Babble Noise at a SNR of x dB

MVBR(H)


	Not worse than G.729E at 11.8kbit/s under the same condition. x= 30 dB


	Not worse than 32 kbit/s G.726. x = 20 dB

	Other MVBR Modes
	Not worse than their respective references under the same condition. x = 30 dB


	

	– Interfering Talker at a SNR of x dB

MVBR(H)


	Not worse than G.729E at 11.8kbit/s under the same condition. x= 20 dB


	Not worse than 32 kbit/s G.726. x = 15 dB

	Other MVBR Modes
	Not worse than their respective references under the same condition. x = 20 dB


	


	Capability to operate at wider bandwidths (Note 15).


	For further study
	7 kHz speech band-width, when operating at higher bit-rates



	One way coder/decoder delay (Notes 6 and 7)
	
	

	- total CODEC delay
	( 55 ms
	( 25 ms

	Capability to transmit voiceband data
	For further study


	300 bit/s V.21

	Capability to transmit signaling and information tones (Note 9)
	DTMF.


	Modulation schemes necessary to support ITU.T Rec. V.18. Tones have to be transmitted with as little distortion as possible


Table A.1 (Part 5/5)
Performance Requirements and Objectives for MSC-VBR Speech-Coding Algorithm

	Parameter
	Requirement(s)
	Objective(s)

	Capability to support speech recognition (Note 19)


	[TBD]
	For further study 

	Capability to support speaker recognition and verification


	[TBD]
	For further study 

	Encoder/Decoder synchronisation (Note 8)


	Provided externally


	

	Effects of switching transients following data discrimination
	For further study
	For further study (Note 12)

	Convergence time
	For further study
	For further study (Note 13)

	Idle channel noise (weighted)
	For further study (Note 14)
	Not worse than that of ITU-T Rec. G.726 at 32 kbit/s

	Idle channel noise (single frequency)
	Not worse than that of ITU-T Rec. G.726 at 32 kbit/s
	


	Complexity (Note 16) 
	[Combined encoder and decoder to be implementable on a commercially available (single CPU) fixed-point DSP device (Note 18)]


	As low as possible

	Implementation 
	Bit exact 16-bit fixed-point using ITU library tools


	Interoperable floating-point implementation to follow.



	Specification description


	Bit-exact fixed-point modular ANSI-C code using ITU library tools

(Note 20)

Electronic format
	

	Interoperability with existent standards (Note 28)
	[Desirable]


	


Notes to Table 1

1. The requirements and objectives refer to the distortion introduced between the input PCM interface of the coder and the output PCM interface of the decoder. Because the principal intended application of this coder is for terminal equipment and because in future digital networks it may be possible to transport this codec's variable bit-rate stream without conversion to other ITU-T standards, the testing and specification will be for linear PCM input and output with at least 13 bits of accuracy. Since the codec must interface to present standards and because there are network applications (such as DCME) which may use MSC-VBR speech coding, a specification for interfacing 8 bit PCM (A/µ law) will also be recommended.

2. The bit error ratio is defined at the speech decoder input after channel decoding.

3. Detected frame erasures require that the decoder be informed that the incoming encoded bit-stream is in error and that the associated frame may be rejected. Frame erasures will be applied on the basis of patterns which assume a 20ms system frame, e.g. if the frame length of a codec is 5ms, a marked erasure will result in all four codec frames within the 20ms system frame being erased.

4. Undetected burst errors will be applied at an equivalent bit-error ratio which falls between 10-3 (minimum) and 3 % (maximum). Undetected burst errors require that the fact that the incoming encoded bit-stream is in error is not known to the decoder.

5. Other signal level ranges are possible. These are for further study.

6. A frame size in ms is the block size of speech samples that the encoder needs to produce a group of bits, as well as the decoder will produce after decoding a group of bits. Algorithmic delay includes the frame size delay plus any other delays, such as look ahead, inherent in the algorithm. The frame size must be 20ms or an integer sub-multiple of 10 ms. Processing delay is the additional delay caused by implementation with a finite speed processor. The minimal processing delay is assumed to be the frame size. Total codec delay is the sum of algorithmic delay and processing delay. The serial channel delay is the delay caused by transmitting the channel signal over a serial channel matched to its bit rate as customarily done in tested hardware. (For block coders this delay is usually equal to the block size of the coder.) The total system delay consists of the algorithmic delay, the processing delay, the serial channel delay and such other delays caused by the test equipment and interfaces connected to these. The total system delay can be measured. The test system delay consists of the delay caused by the test equipment and the interface between the speech encoder/decoder and the test equipment. The test system delay can be measured by passing PCM data directly through the system, bypassing only speech encoder and decoder. The total codec delay can be calculated by subtracting the test system delay and serial channel delay from the total system delay

7. The delay due to the possible use of error correcting codes for algorithmic purposes (see Note 12) would be included in the limits specified for the one-way coder/decoder algorithmic delay.

8. For some applications, it may be assumed that an external 8 kHz timing signal will be available (e.g. from the 64‑kbit/s octet structure). If the algorithm uses an internal frame, the performance of the frame alignment strategy will require specification. It should also be noted that each of the gross bit rates will be exposed to controlled octet slips when carried in 64‑kbit/s channels, and the internal frame alignment strategy should allow for this.

9. The actual distortion requirements and objectives for the tones to be transmitted are for further study. It is noted that systems employing low bit-rate speech codecs increasingly transmit DTMF signals by means of signaling.
10. Music (both from the radio and electronically generated) is often used in PABX systems when calls are transferred or put on hold.

11. The gross bit rate is inclusive of any overheads for algorithmic functions (e.g. possible correction to meet the speech quality requirements/objectives). It does not include any further overheads for transmission channel dependent functions (e.g. radio channel coding).

12. The effects of the switching transients following the data discrimination will likely be perceived as an impulse noise (clicks) rather than a quantisation distortion . The magnitude of these effects will depend, among other things, on the coder/decoder delay and on the convergence time of the algorithm.

13. The short convergence time is necessary to avoid speech clipping.

14. Considering that for ITU-T Recommendation G.726 at 32 kbit/s the transfer characteristic for very low signal levels is highly non-linear (due to the mid-tread quantifier) and is likely to differ from that of a selected MSC-VBR algorithm. It may be necessary to set an objective performance requirement in accord with network and subscriber terminal idle channel noise requirement.

15. Wider bandwidths may be desirable for multimedia, news broadcasting, news gathering, and visual-telephone applications.

16. Early evaluation of the complexity will be performed on the basis of the detailed level description of the algorithms (e.g. number of multiplication's, number of shifts, etc.). The final complexity evaluation will be based on ITU fixed-point library. 

17. The spectral characteristics to be used shall comply with those used during previous ITU‑T testing.

18. Methods for defining these requirements using a “future frame of complexity reference” may be preferable.

19. This new requirement is essential due to the growing number of users trying to access message retrieval systems in the PSTN.

20. Modular means a software implementation made in accordance to the guidelines given in the ITU-T Software Tools Library user’s manual)

21. The collection of raw data will obtain, for each experimental condition of interest, a distribution of votes in each of the 5 categories (the percentage of Poor + Bad being of interest).

The evaluation of Speech Quality in burst/random frame erasure conditions will consider a requirement in terms of percentages of PoW (Poor or Worse) allocated in addition to the PoW percentage obtained from the reference codec. The new 'absolute' criterion, introduced to avoid using the DMOS concept (subject to relative shifts depending on the context of the experiment, the instructions to the team, the listeners, etc.), needs that the limits at 95% confidence level of PoW are calculated, following a defined computation rule.

 2. A proposal for computing PoW limits (at 95% confidence level).

A possible approach to set the limits for accepting (or rejecting) the null hypothesis (= the requirement in terms of PoW is met) can be described considering a binomial model as representative of the theoretical distributions of votes in the 5 categories E=Bad, D=Poor, C=Fair, B=Good, and A=Excellent.

This corresponds to assume (p + q)4 = p4 + 4p3q + 6 p2q2 + 4pq3 + q4, where p +q = 1, as the binomial model that gives the number of votes in the categories 1-5 (Bad to Excellent), being 

p = MOS, and MOS = PA + 0.75 PB + 0.5 PC + 0.25 PD; therefore, for a given MOS, 4pq3 and q4 will give the percentages of votes in the categories Poor and Bad respectively.
Given the 'reference' MOS, the model will give the theoretical proportion of votes falling in categories Poor and Bad respectively, that will be increased by the allowed percentage (e.g. 10 % or 15 %) before comparing it with the equivalent number of votes obtained by the candidate in the corresponding categories.

In order to obtain the 95% confidence limits in each of the two categories of interest, the statistical theory that gives the probability to extract, from a box containing balls of different colours, k balls of colour 'green' in n attempts, can be applied.

Although statistical properties of the opinions expressed by the listeners are not comparable with samples of balls extracted from a box, the method (from Alnatt & Lewis) has been widely used.

In each category, given N opinions, the probability of getting r opinions in category E is assumed to be the (N+1-r)th term of the binomial law (PE + QE)N, with PE + QE = 1, and PE the probability of judgements in category E.

(PE x N) gives the theoretical number of opinions in category E for N opinions.

The (N + 1 - PE x N)th term of the binomial law (PE + QE)N gives the probability that (PE x N) opinions out of N fall in category E.

If this value is less than 95%, then the probability values corresponding to (PE x N + 1) and to (PE x N - 1) are computed and summed to the former value, and so on until the 95% is reached.

For each category D (Poor) and E (Bad), this procedure allows to obtain the confidence limits at 95% probability level.

Since there are discrete values in the binomial law there will be two stepped curves for the confidence limits.

The check of requirement is straightforward (i.e. if the number of votes obtained from the candidate in category Bad and Poor is within the confidence limits the requirement will be met).

22. Building blocks refer to speech coding sub-systems operating at particular bit-rates. For example, a building block might operate at 6kbit/s. 

23. The objective of the MSC-VBR is to take advantage of the input signal variant characteristics and assign the most appropriate operating building block in order to achieve the lowest possible average bit-rate (ABR) for a targeted quality, or to deliver the highest possible quality for a targeted ABR. 

24. The operating mode of a MSC-VBR coding system is a new feature in speech coding standard and it has the following particularity: 

· A particular operating mode with a targeted ABR can be realized by using an appropriate mix of different building blocks, with a certain percentage for each of them. For example, 70% of active speech might be coded with 8kbit/s, while the other 30% coded by 6kbit/s. And 90% of inactive speech area (silence or background noise) might be coded at 1kbit/s and the other 10% coded at 2kbit/s. 

· A particular operating mode can use all, or a sub-set, of the available building blocks. 

· Multiple operating modes at different target ABRs can be designed to provide flexibility for application control, such as network control of the desired ABR for congestion control, trade-off between quality and ABR (or system capacity), i.e. higher quality at higher ABR (therefore lower system capacity) or lower quality at lower ABR (therefore greater system capacity).

25. Operating mode switching refers to the on-the-fly change of operating mode, for example, from MVBR(H) to MVBR(M2) during a phone call. 

26. It is understood that the average bit-rate (ABR) is typically a changing figure depending upon the characteristics of the input speech signal, such as voice activity factor (VAF, measured on clean speech), the level of the background noise, the characteristics of the background noise, etc. It is therefore appropriate to define the ABR requirement as a function of the VAF, with increased margin for background noise conditions.

27. The VAF is typically close to 100% for music signals. 

28. The interoperability means tandem free operation. It is possible that certain operating modes might be interoperable to some other operating modes of existent standards. 

A.3
Schedule for ITU-T MSC-VBR speech coding algorithm

The schedule for the development of a MSC-VBR speech-coding algorithm is as follows 

To 
- Approval of final ToR

To + [TBD months]
- Declaration of intent from candidate proponents


- Organization of qualification testing

To + [TBD months] 
- Definition of experimental conditions for the MSC-VBR qualification phase

To + [TBD months] 
- Submission of executables for qualification testing

To + [TBD months] 
- Qualification test results available


- Submission of MSC-VBR qualification deliverables


- Possible reduction of the number of candidates


- Definition of test plan for the MSC-VBR selection phase


- Organization of selection test

To + [TBD months]
- Fixed-point C-simulation available


- Selection test starts

To + [TBD months]
- Review of selection test results


- Submission of MSC-VBR selection deliverables


- Decision on a MSC-VBR candidate


- Approval using AAP

____________________

Annex B:
Report of ad-hoc group discussion on
Embedded Coding approach

B.1.
Summary
The ad-hoc group met on May 30th and started with a brainstorming session on potential applications that would benefit from an embedded coding based VBR standard. After this set of applications was identified, an initial list of organizations was identified for sending liaison statements to solicit their input in terms of applications and requirements. Functionalities to be supported and target bit-rate ranges were then discussed. The discussion results are presented in the following section. Participants agreed that further discussion is needed, and that it will be carried out on the VBR email reflector.

B.2.
Items discussed

B.2.1
Applications
General:
· VoIP, VoATM

· 3G wireless

More specific:
· congestion control

· multicast content distribution (offline/online)

· differentiated QoS (e.g. guaranteed number of layers)

· Wireless / Wireline access to IP network (tandem free)

· Multimedia streaming (e.g. video + audio involving bit-rate tradeoff)

· Mobile satellite communication (graceful degradation)

· High quality Audio / Video multipoint conferencing

· CME/Trunking equipment

· Wideband CDMA system with better audio coding (next generation I-mode)

· Music on hold (in general content on hold, e.g. for VoIP) 

B.2.2
Organizations to be contacted by means of Liaison Statements
· ETSI Tiphon

· TSG

· 3GPP

· 3GPP2

· ITU-T SG15 

· ITU-T SSG on IMT2000 and Beyond

· IMTC

B.2.3
Functionalities
· Bitrate scalability

· Bandwidth scalability

· Complexity scalability

· Delay scalability

· Initial focus primarily on speech signals

B.2.4
Target bit-rate and quality
· Core layer: high enough quality at [x] kbit/s (exact quality/bit-rate to be specified)

· Enhancement layers with progressively higher quality for narrow-band speech

· Enhancement layers with progressively higher quality wide-band speech

· Objective: further enhancement layers providing even wider bandwidth audio quality

B.3.
Way forward
Participants agreed to continue discussion on the e-mail reflector, which will be moderated by the Q9/16 Rapporteur. The goal is to arrive at a draft terms of reference for presentation at the next WP3 or SG16 meeting.
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