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1 Introduction

Whatever the type of service (conversational or streaming) and the type of switch (packet or circuit) may be, the control of the quality of service for Video applications remains a main issue. It is now well accepted [1, 2, 3] that the measure of PSNR does not correctly match the subjective perception of distortions and artifacts generated from low bit rate coders such as H.263 [4] or   MPEG-4 [5]. Indeed, different sequences subjected to the same compression standard often show the same PSNR but a quite different subjective picture quality. This comes from the fact that the PSNR is calculated as an average over the whole frame inducing by this way a loss of a large amount of information. Also, this phenomenon will be emphasised when we average the PSNR values of each decoded frame over the whole Video sequence. Moreover, it has been proven that stimuli of the same amplitude but of different spatial and/or temporal frequencies are not perceived by the human in the same way. Briefly we can resume this as follows: the PSNR constitutes a static representation of the only amplitude information and hence is not adapted to evaluate the temporal relation existing in a Video sequence as well as the quality as perceived by the human visual system (i.e. HVS). 

The purpose of this document is to use the measure of MOS or Mean Opinion Score [6] for evaluating and comparing the quality of service expected from the different profiles available in H.263, the 3GPP Release 4 mandatory Video codec [7]. In particular, this document proposes a specific profile to use as an optional recommendation for 3GPP Release 5 Video services, built up from a H.263++ Profile0 Baseline. It includes the deblocking filtering process of Annex J in order to insure a minimal but realistic quality for Video services. The paragraph below gives technical details about the implementation of this profile.

2 Context

The implementation of mobile Video applications encounters a lot of deadlocks which are especially due to the available bit rate (i.e. < 100kbits/s), the Bit Error Rate (i.e. ( 10-4) and the terminal processing capability. Until now there has not been any specific solution to such a problem. Indeed, none of the ITU-T profiles seems to fit well with the mobile requirements. Moreover, one of the solutions which consists in using the basic H.263++ profile is not good enough as it does not add much improvement to the subjective quality of the reconstructed Video images. So the idea was about to build the best Video profile, the one which combines in a constructive and realistic manner the added value of the following processes: low bit rate compression, channel errors concealment and intrinsic coding artifacts removal. We mean by “constructive” that none of those techniques could cancel the effect of any other one, and by “realistic” that the implementation of such a combination is affordable for any low processing capability mobile phone. 

The effect of  the channel errors can be concealed by discarding erroneous data at the network level so that none of those will get to the Video decoder. At the decoder level  those lost data will be recovered thanks to some interpolation techniques, preferably standardised ones (for instance the TCON error concealment method [9]). It is important to note that until today there has not been any recommendation regarding the use of  a common interpolation technique at the decoder level. This leads to different rendered Video qualities. So maybe that a discussion around such a point seems necessary.

Another important point to note concerns such a combination which assumes that the Video frames are segmented in an optimised manner. Such an optimisation is depicted in paragraph 3.3. 

Finally, the two remaining techniques that can not be treated but at the Video source coding level are: the compression and the intrinsic coding artifacts removal. Indeed, in addition to the errors introduced by the transmission channel, there are errors which are proper to any Video compression algorithm and which consist in blocking artifacts really disturbing for the human visual perception as it leads to high spatial frequencies. So the idea is to consider the less complex Video coder which takes into account the resilience of such a phenomenon and this along a good level of compression rendering. As a result, we could find that the combination {H.263++ Profile0, Annex J} is the most appropriate one. 

3 Simulations 

3.1
Conditions

We have been inspired by the Q15-I-60 document [6] in order to set the conditions of our simulations. Hence, we have applied most of the recommendations specified in this document:



(
Choise and  Preprocessing of the test sequences
Two test sequences (both belonging to the set of standard sequences which are made available on the site of the ITU-T, University Of British Colombia, IBM, PictureTel) one called “Foreman” and the other one called “Claire”, were used in order to represent motion typical to handheld cameras as well as (low) motion typical to “head and shoulder ”sequences (i.e. news ones) respectively. The original frame rate of those sequences is of 30Hz. The number of frames  is chosen in order to fit as much as possible the size of the errors patterns. For this purpose, we had to loop the original sequences and this until we reach the exact size (ideal case). As a result, 4 durations were considered : “Foreman” at 120s (3600 Frames) and 240s (7200 Frames) and “Claire” at, approximately, 132s (3952 Frames) and 247.5s (7410 Frames). The error patterns are looped in order to match the exact size of Video sequences. It was however decided not to take into account the MOS in the frames surrounding the abrupt scene cuts. 

· Setting of the coder/decoder parameters

The overall bit rate is about  64kbits/s. We assume that around 75% of the bit rate (i.e. 48kbits/s) is used for the Video butstream whereas the rest is used for audio and/or signalling information.Therefore, the coded sequences are all targeted for 48kbits/s in the encoding process. 

The coded frame rate is about 7.2Hz whereas it is 7.5Hz for the “Claire” ones. This difference can be explained by the following: since the “Claire” sequence is much less animated than the “Foreman” one (i.e. there are less changes in the scene), it requires less bits in order to be encoded. That explains that the frame rate of  “Claire” is slightly greater than the frame rate of  “Foreman”.

The rate control method used in the software allows to reach bit rates very close to the targeted bit rate. The quantizer value of the first frame I is set to 20. 

The INTRA macroblock refresh option is used in order to avoid temporal error propagation. The refreshing rate is set to 132.

One picture segmentation strategy was applied: a GOB header was inserted for each GOB (i.e. 1 GOB per picture segment) or every 2 GOBs (i.e. 2 GOBs per picture segment). Each picture segment is encapsulated in an independent RTP packet.

An error concealment technique is used at the decoding.




( Transport over the air

The simulation of the transmission over the RTP/UDP/IP stack and over the 3G bearer is set up as follows: 

a/A 3 bytes compressed (RTP/UDP/IP) header is concatenated to the Video picture segment 

b/The two following W-CDMA errors patterns were chosen from the set given in [5]:

Pattern: A;
BER: 5 e-4;
 Vehicular Speed: 3kph 





Pattern: B;
BER: 1.3 e –4;
Vehicular Speed: 120kph

For each  RTP packet, a chunk of bit error data is read from the bit error pattern. The size of the chunk is equal to the RTP payload (i.e. Video picture segment) plus the RTP/UDP/IP compressed header. According to the ITU-T, the first 256 bytes of the RTP packets flow are not corrupted by the error patterns so as to protect the first Video frame I which could be subject to unusual bursts for such           W-CDMA errors. 

We decided to discard every erroneous RTP packet so that only trusted information is sent to the decoder. An enhanced transport layer strategy could improve this strategy by signalling and/or protecting only part of the bits from the RTP packet. 

Finally, we have been performing subjective quality measurement by evaluating the Mean Opinion Score. This evaluation is performed based on a simplified implementation of the so called SS-5DQS [6] or Single Stimulus (SS) method with a 5-point discrete quality scale (5DQS). For each reconstructed Video sequence, the following score sheet is fulfilled by each test subject:


  Excellent/5
     Good/4
       Fair/3
      Poor/2
       Bad/1

Video Sequence






Hence, the MOS is obtained by averaging all the scores over the number of test subjects.
 

3.2
Simulation Results

The following tables summarise the simulation results:




Profile
Sequence
Segment Size
Video Bit Rate
Mean Frame Rate
MOSA/B: Bit Error patternA/B
Bit Error patternA/B

H.263++ Profile0
Claire132s
1 GOB
47710
7.5Hz
2.66
A

H.263++ Profile0
Claire132s
2 GOBs
47780
7.5Hz
3.66
A

{H.263++ Profile0, Annex J}
Claire132s
1 GOB
47710
7.5Hz
3.66
A

{H.263++ Profile0, Annex J}
Claire132s
2 GOBs
47630
7.5Hz
3.66
A

H.263++ Profile0
Claire247s
1 GOB
47790
7.5Hz
2.33
B

H.263++ Profile0
Claire247s
2 GOBs
47680
7.5Hz
2.66
B

{H.263++ Profile0, AnnexJ}
Claire247s
1 GOB
47760
7.5Hz
N/A
B

{H.263++ Profile0, AnnexJ}
Claire247s
2 GOBs
47710
7.5Hz
N/A
B

Profile
Sequence
Segment Size
Video Bit Rate
Mean Frame Rate
MOSA/B: Bit Error patternA/B
Bit Error patternA/B

H.263++ Profile0
Foreman120s
1 GOB
48010
7.2Hz
2
A

H.263++ Profile0
Foreman120s
2 GOBs
48010
7.2Hz
2
A

{H.263++ Profile0, Annex J}
Foreman120s
1 GOB
48010
7.2Hz
2.66
A

{H.263++ Profile0, Annex J}
Foreman120s
2 GOBs
48010
7.2Hz
3
A

H.263++ Profile0
Foreman240s
1 GOB
48010
7.2Hz
2
B

H.263++ Profile0
Foreman240s
2 GOBs
48010
7.2Hz
2
B

{H.263++ Profile0, AnnexJ}
Foreman240s
1 GOB
48010
7.2Hz
2
B

{H.263++ Profile0, AnnexJ}
Foreman240s
2 GOBs
48010
7.2Hz
2.66
B

3.3 Conclusion

Thanks to those simulations we have noticed the following:

- the subjective quality of the Video sequences is improved in any case when annex J is used. Indeed, we have measured an improvement of the MOS varying from 30% to 50%. Moreover, we have noticed that the more animated the sequences are, the better the improvement is.
-  the subjective quality is also improved in any case when the 2 GOBs packetization scheme is used.

- note that the PSNR measures a deterioration of the Video quality when using the 2 GOBs packetization scheme in H.263 Profile 0 in Tdoc S4-(01)0024. Instead, our experiments show an improvement of the MOS value. This seems to confirm that the PSNR is not always well suited for evaluating the subjective perception of distortions and artifacts generated from low bit rate Video coders.
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