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1. Introduction

This document provides a high level description of the noise reduction proposal by Siemens for the adaptive multirate (AMR) NS standardisation process.  The noise suppressor acts as a preprocessor in front of the AMR encoder. Furthermore, an embedded solution in the AMR encoder providing reduced algorithmic delay is also possible based on the proposed algorithm. 

[image: image1.wmf]The block diagram of the proposed NS algorithm is shown in Figure 1. The basic concept of the algorithm is to achieve a defined reduction of the background noise level by masking all parts of the noise which exceed the prescribed amount, thus in a psychoacoustical sense, a uniform noise reduction is achieved.

Figure 1: Block diagram and main signal flow of the noise reduction algorithm

2. Analysis and synthesis

Since the processing is performed on a frame-by-frame basis in the frequency domain, the framework of the noise reduction system is built of an analysis-synthesis filterbank.

2.1  Segmentation

The noisy input signal is sampled by a sampling frequency of 8 kHz. The input signal is first segmented into frames using the same frame rate of one frame per 160 samples (20 ms) as the AMR codec. Each frame consists of the 200 most recent input samples such that adjacent frames overlap by 40 samples (5 ms).

Due to the overlapping of adjacent frames of 40 samples, the noise reduction causes an additional algorithmic delay of 5 ms as compared to the stand-alone operation of the AMR codec.

2.2  Pre-emphasis

A pre-emphasis filter amplifying high frequency components is applied to the signal segments. This measure helps to reduce quantisation noise in the fixed-point implementation.

2.3  Windowing

Before transformation into the frequency domain, each signal segment is multiplied by a flat-top Hann window. The rising and falling parts of this window function consist of 40 samples each. In-between, the window function is constantly one.

Each signal segment is then padded up with zeros to a length of 256 samples.

2.4  Transformation and weighting

The prepared signal blocks are transformed into the frequency domain by means of the Fast Fourier Transform (FFT) algorithm.

The Fourier coefficients of the output signal are calculated by multiplying the Fourier coefficients of the input signal by a real-valued and positive weighting vector which is derived according to the weighting rule (Section 5). Hence, the phase of the signal is not modified.

After this modification of the amplitudes of the Fourier coefficients, the speech estimate is transformed back into the time domain by an Inverse Fast Fourier Transform (IFFT).

2.5  Synthesis

After IFFT, the overlapping speech segments are reassembled by the overlap-and-add method. Then a de-emphasis filter which is the inverse of the pre-emphasis filter is applied to the signal.

Finally, signal segments of the 160 latest fully reconstructed samples are transferred to the AMR codec. 

3. Noise estimation

The power spectral density (psd) of the background noise is estimated based on the Minimum Statistics (MS) approach. This method utilises the fact that a stationary background noise forms a “spectral floor” in the smoothed modified periodogram of the noisy signal. 

First, the smoothed modified periodogram of the input signal is calculated. Then, for each frame and each frequency bin the power spectral density of the noise component is estimated by determining the minima of the periodogram of the input signal over a sliding window of a fixed number of previous frames. Finally, an over-estimation factor is applied.

The noise estimation algorithm needs no voice activity detector. Hence, it allows a continuous adaptation of the estimated noise psd also during periods of speech activity. As a result, fast tracking of non-stationary background noise is achieved.

4. Preliminary clean speech signal estimation

The aim of this part of the algorithm is to derive a first estimate of the clean speech signal. This estimate is used as the input of the algorithm which estimates the masking threshold that is needed for the final weighting rule.

4.1  Weighting rule for the preliminary estimate

The core of this preliminary speech estimation procedure is the well-known weighting rule proposed by Ephraim and Malah which aims at calculating the Minimum Mean-Squared-Error of the Log-Spectral Amplitudes (MMSE LSA) of the Fourier coefficients of the speech estimate. For this purpose the weighting rule takes three input quantities into account, namely the a posteriori and the a priori Signal-to-Noise Ratios (SNRs) as well as speech absence probabilities.

4.2  A posteriori SNR

The a posteriori SNR is defined as the ratio between the current psd of the noisy input signal and the psd of the noise component. Since both estimates of these power spectral densities already exist (see Section 3), the calculation of the a posteriori SNR is straight-forward.

4.3  A priori SNR

The a priori SNR is defined as the ratio between the expected values of the psd of the clean speech and the psd of the background noise. Since the clean speech is not explicitly available, the estimate of the a priori SNR is based on the a posteriori SNR and the output signal of the noise reduction algorithm for the previous frame (decision-directed approach).

4.4  Speech absence probability

Due to the fact that speech is non-stationary and may not be present in every frequency bin when voiced, the speech absence probabilities are tracked individually for each frequency bin as well and continuously in time. This tracking procedure is based primarily on exploiting the a posteriori SNR.

4.5  Weighting

The preliminary speech estimate is finally calculated by multiplying the Fourier coefficients of the input speech signal by the weighting vector derived according to the MMSE LSA weighting rule.

5. Weighting rule based on psychoacoustics criteria

This final weighting rule is based on masking properties of the human auditory system. The preliminary speech estimate (see Section 4) is taken as the masker.

5.1  Estimation of the masking threshold

The masking threshold is estimated considering the preliminary clean speech estimate as the masker. This estimation is performed using a simple auditory model and involves several steps. First, the result of an initial critical band analysis is convolved by a spreading function. Then a threshold offset is applied and normalisations are performed.

5.2  Weighting rule

The desired amount of noise reduction in the psychoacoustical sense is defined by a scalar noise attenuation factor r. Accordingly, the weighting factors WF(i) for the individual frequency bins i are chosen in such a way that all components of the residual noise which exceed the desired amount are just “hidden” below the estimated masking threshold:

WF(i)=[masking threshold(i)/noise PSD(i)]^0.5+r.

Note that the value of WF(i) is then limited to 1.

This method results in the smallest possible speech distortion using spectral weighting for the desired amount of noise reduction.

6. Control of the algorithm

In order to obtain optimal results for various kinds of acoustic situations, the averaged a posteriori SNR of the noisy input signal is continuously scanned. The noise reduction algorithm is adjusted according to this parameter.

*) 	Contact details:


Imre Varga, Siemens


Grillparzer Str. 10-18, D-81675 München


Tel.: +49 89 722 47537, Fax: +49 89 722 46489, email: imre.varga@mch.siemens.de








PAGE  
1

