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1
Decision/action requested

Based on SA2 work progress, we propose to resolve some of Editor’s Note(s) in Key Issue #8.3 Network slice isolation and clean up the key issue.
2
References

To Rapporteur: 
[2]
3GPP TR 23.799: "Study on Architecture for Next Generation System".
[x]
3GPP TR 33.899: "Study on the security aspects of the next generation system". V0.6.0
3
Rationale
Based on SA2 agreement for network slicing in TR 23.799 [2] and other parts of the TR, we propose resolutions of Editor’s Note(s) and clean-up of the clause 8.1 of TR 33.899 [x].
[Editor’s Note 1]
Editor’s Note: Aspects related to independent and network slice specific security policies should be merged with Key Issue #8.2. 

Security policies aspects in this key issue is support of different security policy for different network slice instance for the purpose of isolation, while in Key Issue #8.2 it is about the security policy for differentiation of security mechanism fit for service requirements of each network slice instance. Since the latter is more general and the related potential requirements in the key issue does not clearly address isolation, it seems reasonable to remove such requirements and EN. 

[Proposal for Editor’s Note 1]

 



[Editor’s Note 2]
Editor’s Note: A note is to be added to clarify that security isolation of network slices applies to both physical isolation and logical isolation.
It is proposed to add a note, addressing that security isolation of network slice instance needs to consider both physical and logical aspects. It might be enough to add such a simple note in study phase, because it seems not clear how isolation of physical resource is handled in 3GPP or SA3 specification (Note, recommendation, requirement, or solution).
[Proposal for Editor’s Note 2]


NOTE: The security isolation of network slice instances needs to consider both physical and logical aspects.

[Editor’s Note 3]
Editor’s Note: It is FFS to define the terms ‘tenants’, ‘slice type’ of network slices.

In addition, there is EN in the beginning of clause 8.3:

Editor’s Note: In the context of Network slicing, it is FFS to define the terms, ‘default network slice’, ‘network slice controller’, ‘tenant’ and ‘multitenants’.

The proposal is to use term tenant and slice type as generic terms instead of technical term for 3GPP and remove ENs, since it is not defined or agreed in SA2 work. There is no such function or entity as ‘network slice controller’ as well, although other WG such as SA5 might bring up something for network management in the future. It should be noted that SA2 work on network slice is still under progress, so there could be changes in network slice related terms. (e.g. something like Service Type (ST) might be defined and used.). For the information, some background is provided as follows.

As replied by SA2 LS (S3-161453, S2-165436), the term ‘tenants’ and ‘slice type’ are introduced by one specific solution (clause 6.1.2 in TR 23.799 [2]). For example, ‘tenant’ is described as follows (clause 6.1.2.1.1 in TR 23.799 [2]):

Tenant represents an organization, agency, application (or application class) or business entity which is entitled to access the service for the use of guaranteed network resources through a predefined Service Level Agreements and Policies with the network operator.
 For ‘slice type’, it is used in a few solutions, but only available description of it is available from the same solution (clause 6.1.2.1.1 in TR 23.799 [2]):
Therefore at least two dimensions can identify a slice and these are the components of a Multi Dimensional Descriptor (MDD) vector:

-
one identifying a tenant (identified by the Tenant ID component of an MDD vector).

-
one identifying the network behaviours for the target network service identified by the Slice Type component of an MDD vector (e.g. eMBB service, CriC, mMTC or other behaviours which may also be operator specific).

However, ‘tenant’ is used in only one specific solution, and for ‘slice type”, ‘slice service type (SST)’ is described and used in agreements on key issue of TR 23.799 [2] (clause 8.1):
Each SM-The NSSAI in the NSSAI may include:

-
Slice/Service type (SST), which refers to the expected network behaviour in terms of features and services.

[Proposal for Editor’s Note 3]


NOTE: Network slice related terms should be referred to work of other WGs, for example, TR 23.799 [2] and otherwise, it should be understood as general terms (e.g. tenants, slice type).

[Editor’s Note 4]

Editor’s Note: Location of assignment rules and how they are enforced is FFS.

It is proposed to add Note, saying location assignment rule and procedure are specified in TR 23.799 [2], TS 23.501 (not yet available), and TS 23.502 (not yet available). The key issue details are general description, and thus it does not against the SA2 agreement, summarized in the following paragraphs.
According to TR 23.799 [2], NSSF (Network Slice Section Function) is one function of CCNF (Common Control Network Function), which is a set of NFs including the AMF (Access and Mobility management Function) and the NSSF, and is used to select the NSI (Network Slice Instance) for the UE. CCNF is collection of common control functions shared by multiple network slice instances, and detail mapping between network slicing and network functions (other than AMF and NSSF are located in CCNF, and SMF is located in network slice instance) will be determine in normative phase of SA2 work.
Assignment of UE to network slice instance is described in agreements on network slicing (clause 8.1 in TR 23.799 [2]). In summary, UE may be provisioned with Configured NSSAI (Network Slice Selection Assistance Information) by default, If PLMN accepts UE for attach request, it is provided Accepted NSSAI per PLMN. The UE includes NSSAI in NAS and RRC, and RAN can route signalling to CCNF based on NSSAI (if not, route to default CCNF), then CCNF can select the CN part (including SMF) for the UE. NSSAI is collection of SM-NSSAI, which may include Slice/Service type (SST), and Slice Differentiator (SD), which is further differentiation of potential network slice instances fit for SST. Subscription data for UE includes information such as SM-NSSAI, and a default network slice. UE may have mapping between application and SM-NSSAI, which is used for PDU session, with DNN (Data Network Name). 
[Proposal for Editor’s Note 4]


NOTE: Key issue details are general description for consideration of security aspects, and exact rule and procedure of UE assignment to the network slice instance is specified in TR 23.799 [2] and other future specifications from other WGs.
[Editor’s Note 5]

Editor’s Note: It is FFS whether Network Slice extends into NG-UE, and the consequences of such extension on data integrity and data confidentiality breaches. 

Network slice is not extended into NG-UE, because the network slice by definition in the context of NextGen is a complete logical network including AN and CN, and NG-UE is not aware of the network slice. NG-UE just includes assistance information (NSSAI) and it is the network which selects and route the network slice instance based on network policy, network capability, subscription information, as well as that assistance information. Therefore NG-UE could not know whether it would be assigned to the same NSI with same or different NSSAI(s). It is true that a single NG-UE is assigned to multiple NSIs at a certain period of time, but it is not clear NG-UE can or should do anything to isolate these traffic bound to different NSIs within NG-UE. If anything, service or network should make sure that any misbehaviour of single UE with a certain NSI does not affect security of other NSIs assigned to the same UE, but then again, this is not so different with a single UE with multiple connections in legacy LTE. In this context, it is proposed to simply delete this EN.

[Proposal for Editor’s Note 5]

 
[Editor’s Note 6]

Editor’s Note: Further explanations are needed in order to clarify the concept of network slice identities and motivate the requirement above. It is FFS how network slice selection and authentication happens when the NG UEs are roaming.
Currently, there is no identifier defined for NSI in SA2 work and it is not clear how network slice is implemented and managed. Roaming case is briefly described in agreements on network slicing in TR 23.799 [2], where assignment of Network Functions (comprising NSIs other than CCNF) to roamed UE in VPLMN is done by mapping between SM-NSSAI of VPLMN and SM-NSSAI of HPLMN (based on roaming agreement). When roamed to different PLMN, we can imagine that authentication or security context management to CCNF in the PLMN might happen (if authentication function is in CCNF or at least bound to CCNF). Since it is not clear if this could be clarified from other WGs before SA3 complete study, it is proposed to replace EN with Note addressing this detail will be specified in normative phase. Alternatively, EN could stay for the time being.
[Proposal for Editor’s Note 6]


NOTE: Security isolation of network slice considering NSI identifier, including slice selection and roaming cases, will be specified in normative phase.
[Editor’s Note 7]

· Platforms supporting network slice should be robust enough to provide isolation from one network slice to another slice. It should be possible to reserve resources per network slice. 

Editor’s Note: It is FFS how to define robust platforms.

In the context, this isolation is about the resource management of network slice so a slice not impacted from other slice. Although availability is one aspect of security, it is not clear if SA3 will specify resource reservation aspects. The proposal is rephrase requirement without robust. 
[Proposal for Editor’s Note 7]

· . 

· Platforms supporting network slice should be able to ensure that resource of network slice instances is not impacted from each other (e.g. by reserving resource per network slice instance)
 
[Editor’s Note 8]

Editor’s Note: This list may not be exhaustive and may be revised depending on the progress in the other working groups.

This EN might be common to all the key issues, if key issue or requirements of it could not completed due to incomplete work from other WG. This seems still valid, because network slice is relatively new concept in 3GPP and SA2 postpone details to normative phase. EN could be simply deleted and requirement could be updated by pCRs or CRs.
[Proposal for Editor’s Note 8]


4
Detailed proposal
It is proposed to include the following changes in TR 33.899 [x]. Change 2 is whole of clause 5.8.3.1.

*** Change Proposal #1 ***

5.8
Security area #8: Network slicing security 


NOTE: Network slice related terms should be referred to work of other WGs, for example, TR 23.799 [2] and otherwise, it should be understood as general terms (e.g. tenants, slice type).
*** End of Change Proposal #1 ***

*** Change Proposal #2 ***
5.8.3.1
Key Issue #8.1: Security isolation of network slices

5.8.3.1.1
Key issue details



NOTE: The security isolation of network slice instances needs to consider both physical and logical aspects.

Isolation between slices is a basic requirement of slicing network. TR 22.864 ( [6] , clause.5.1.2.1) and TR 22.891( [7], clause.5.2.3) have given some specific requirements about isolation. 

The network may host different network slices for different applications or organizations. Each network slice instance may have a Slice/Service Type to indicate the type of functions it is hosting within it. To take care of high traffic load conditions or administrative purposes, the network may increase the capacity of network slice or instantiate multiple instances of the same network slice template. In all scenarios, isolation between network slices are important. For example, elasticity and change of slices or the communication in one slice cannot have impact on services served by other slices. If a slice is compromised, it should not negatively impact the performance and security of any other network slice. If it is possible to access one slice from another slice, then this access may be utilized to launch attack.  


Network slices need to be isolated from each other in robust way. It should be possible for each network slice to have independent security policy in accordance with the defined functionality of the network slice. UEs may get assigned to different instances of the network slice according based on subscription data, network policy and capability. Security isolation between slices for different applications or organisations, between different network slice templates and also between multiple instances of the same network slice template allocated to the same application or organisation are needed.


NOTE: Key issue details are general description for consideration of security aspects, and exact rule and procedure of UE assignment to the network slice instance is specified in TR 23.799 [2] and other future specifications from other WGs.

It is expected for a single NG-UE or companion NG-UEs to be able to access more than one slice. In this case, data leakage, data integrity breaches, and data confidentiality breaches might be possible on the network side and on the NG-UE side.


5.8.3.1.2
Security threats 

Without isolation, attackers who have access to one slice may launch an attack to other slices. For example, capacity elasticity of one slice may consume the resources of other slices, which causes lack of resources and cannot support the services of others. Attackers may utilize this to launch a DoS attack on slices. Attackers can also steal data by having illegal access to functions in other slices or covert channel attack. 

Attacks on data confidentiality (e.g., data leakage between network slices) and integrity are possible when a single NG-UE or companion NG-UEs are accessing more than one network slice.  In the particular case where one slice is serving a UE over a non-3GPP access (i.e., less trustworthy) and one slice is serving the UE over a 3GPP access, it is important to maintain the isolation between the slices on the UE.

5.8.3.1.3
Potential security requirements.

-
It should be possible to define an identifier for the network slice for the purposes of network slice selection and usage. 


NOTE: Security isolation of network slice considering NSI identifier, including slice selection and roaming cases, will be specified in normative phase.

-
It should be possible to assign a UE to a network slice.  


-
It should be possible to authenticate the UE and assign the UE to a chosen network slice, based on the UE identifier, UE’s network selection parameter if it is included by the UE. 

-
It should be possible for the UE to authenticate the network or the network slice.
· Platforms supporting network slice should be able to ensure that resource of network slice instances is not impacted from each other (e.g. by reserving resource per network slice instance) 


-
The 3GPP System shall have the capability to provide a level of isolation between network slices which confines a potential cyber-attack to a single network slice. 



-
It should be possible to isolate slices from one another, to minimize attacks on data confidentiality (e.g., data leakage between network slices) and integrity when a single NG-UE or companion NG-UEs are accessing services over more than one network slice.


*** End of Change Proposal #2 ***

