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Discussion and decision
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1 Introduction

At SA3#46b in Sophia Antipolis, contribution S3-070240 was discussed and requirements for key-change-on-the-fly (key change during LTE_ACTIVE) were derived. We now evaluate the solutions which were mentioned during the SA3 adhoc meeting. A decision whether a solution should be incorporated into the LTE standards, should be taken only after balancing the cost of the added complexity of the feature against the gain we can achieve for security. Section 2 repeats the requirements and the known solution approaches. Section 3 evaluates the know solutions at a high level.

We propose to send an LS to RAN2 and RAN3 to ask them for further input in order to be able to make a decision for the key-change-on-the-fly feature at the next SA3 meeting.

2 Requirements and overview of solutions

SA3#46bis (S3-070280) has identified four independent requirements regarding the change of keys in the eNB for a UE in LTE_ACTIVE and asked RAN2 to confirm the assumption that AKA can be run in the background:

These requirements are: 

(1) If the sequence numbers for the UP or RRC ciphering/integrity protection are about to wrap around, it shall be possible to change the respective keys.

(2) If a UE has been in LTE_ACTIVE for a long period of time, it shall be possible to update the keys for UP and RRC ciphering/integrity protection, even though the sequence numbers are not close to wrapping.

(3) The operator shall be able to restrict the lifetime of KASME (independently of the key usage in LTE).

(4) If the UE has performed an inter-RAT handover from UTRAN/GERAN to LTE, it shall be possible to update all keys within seconds.

In case of (1) and (2), it is not necessary to run an AKA to get new keys; it is sufficient that the eNB-local UP and RRC keys are changed. This can, e.g., be achieved by deriving new UP and RRC keys from the existing KeNB in the eNB itself, or by deriving a new KeNB from KASME.

In case of (3) and (4), the whole key hierarchy based on KASME must be updated based on a new AKA run. This shall be possible even if the UE has stayed in the same cell for a long time.

There are two sub-issues related to the process of taking new keys into use (S3-070280): First the new keys must be established in the eNB and in the UE (either by an AKA re-run, re-derivations of the eNB-local keys, or re-derivation of the KeNB). Secondly, the new keys must be taken into use. In case of (1), the establishment of the new keys, and the activation of these must be performed before the sequence numbers wrap. In case of (2) and (3), SA3 has made a rough estimate that the AKA may have to be run every 5 hours, and that the keys should then be taken into use less than 10 minutes after that. In case of (4), it shall be possible to take new keys into use within seconds after the handover (an AKA run must of course have been performed first). 

For (1) and (2) the key update in active mode needs to triggered by the UE (towards the eNB or the MME), while for (3) and (4) the MME is the entity that triggers the key change in active mode.   

Next section focuses on the different solutions for key-change-on-the-fly.

3 Evaluation

Three potential solutions have been mentioned so far in SA3:

(1) force an intra-cell handover (S3-070240); take new keys into use during the handover.

(2) use KSI together with every packet (S3-070240); a new KSI (Key Set Identifier added to each PDCP packet) indicates the key used for protecting the packet..

(3) force active-idle-active transition (S3-070273); the idle to active transition refreshes the keys.

In this chapter we touch upon security related and non-security impacts.

With respect to the maximum possible service break that can be allowed for the transported service, VoIP seems to be the one of the most critical
. For VoIP any temporary unavailability of the bearer needs to be compensated by packet buffering at the terminal in order to compensate for the variation in delay (called jitter) of the packet delivery. Jitter can result in choppy voice or temporary glitches, so VoIP devices must implement jitter buffer algorithms to compensate for jitter. Essentially, this means that a certain number of packets are queued before play-out and the queue length may be increased or decreased over time to reduce the number of discarded, late-arriving packets or to reduce "mouth to ear" delay.

The mechanisms listed above for taking fresh keys into use, may all add some extra delay and jitter for the packet delivery. The question is then whether the total packet delay is still within the acceptable boundaries. A two-way phone conversation is quite sensitive to latency, most callers notice round-trip delays when they exceed 250msec.

Following table captures the main differences between the proposals.

	
	(1) Intra-cell HO
	(2) KSI indicator
	(3) Active-idle-active transition

	Required extra functionality w.r.t. no support of active mode key change
	a) Trigger to initiate active mode key change

b) Additional Bearer handling inside eNB
	a) Trigger to initiate active mode key change

b) KSI handling
	a) Trigger to initiate active mode key change



	Adding delay and jitter
	Minimal
	No
	Most (might become critical or undesired for real-time services like VoIP, gaming)

	Per PDCP packet overhead
	No increase
	Either [increased by KSI-length (minimal 3 bit) ] or  [PDCP SN part reduced and HFN increased]
	No increase


3.1 Force an intra-cell handover

From R2-071811 on HO latency, which we take as an example: 'In a typical case the U-plane interruption time is unlikely to exceed 100 ms. On the optimistic end, interruption times below 12 ms are possible.'

For key change during (intra-cell) handover we assume that AKA (if needed) has been performed and the derived keys have been generated and/or transferred to the respective entities before the (intra-cell) handover is triggered. So this should not add to the packet delay.

Currently handover always starts from a UE measurement report, and the source eNB will never ask the UE to handover to itself according to current logic (Figure 10.1.2.1: Intra-MME/UPE HO of TS 36.300v0.5.0). So for handover to the same cell, a separate UE trigger (RRC message) may need to be designed together with a separate flow which allows the eNB to send a HANDOVER command to itself. Together with this, a new key needs to be taken into use. Assuming that this intra-cell handover would work in a similar way as the inter-cell handover, then the eNB needs to set-up a second set of radio bearers over which the packets to which the fresh key is applied will be sent to the UE. This may add some non security related complexity.  

3.2 Use KSI together with every packet

In this solution the UE is kept within active state, and there is no U-plane interruption time which is a big advantage for real-time services like VoIP. Within contribution S3-070240 it was indicated that the protocol cost may be the extra 'indication' overhead i.e. a few bits from the PDCP SN would be reserved to indicate the KSI. 

In UMTS the KSI (Key Set Indicator) points to the security context managed by the UE and the Core Network. This therefore resembles the KASME key. In case the KeNB can be refreshed in the same KeNB without changing the KASME key, then an extra key indicator (beyond the KSI) is needed in order to be able to distinguish packets that have applied the old and the new KeNB key.

HFN mechanism can be used to keep state of high order bits of the PDCP SN and to transfer low order bits over the air. However, this means that even if KSI was part of the PDCP SN it must still be carried over the air. In case there are only two key sets available/possible, only 1bit KSI could be used in every packet. Also, the KSI value could be used only in cases both ends (UE and eNB) have at least two sets of keys available. 

The crypto engine needs to be able to handle two keys for some time (which also applies for the solution in sections 3.1), which is not considered to be a problem for today’s technology.
3.3 Force active-idle-active transition

R2-071810 on C and U-place latency illustrates that the requirement for the state transition from LTE_IDLE to LTE_ACTIVE can be achieved within the 100ms requirement. This does not include the state change from LTE_ACTIVE to LTE_IDLE (but assumed to be fast) and adds to the delay introduced by the network entities. These procedures require involvement from the MME, and therefore this takes intrinsically longer than the other alternatives. It would be interesting to known what would be the effects on delays if both ends would go through the same state changes at almost the same time. So the main question is here whether the introduced jitter/delay is tolerable for all services?

4 Conclusion

We propose that SA3 sends an LS to RAN2 and RAN3 asking to evaluate the complexity and the consequences of solutions (as known by SA3 or proposed by RAN2/3) for Key-change-on-the-fly from their viewpoint. 





















































































� From [� HYPERLINK "http://www1.tools.ietf.org/html/draft-ohba-preauth-ps-01" \o "http://www1.tools.ietf.org/html/draft-ohba-preauth-ps-01" ��http://www1.tools.ietf.org/html/draft-ohba-preauth-ps-01�]:In order to provide the desirable quality of service for interactive VoIP and streaming traffic during handoff, one needs to limit the value of end-to-end delay, jitter and packet loss to a certain threshold level.  ITU-T and ITU-R standards define the acceptable values for these parameters.  For example for one-way delay, ITU-T G.114 recommends 150 ms as the upper limit for most of the applications, and 400 ms as generally unacceptable delay.  One way delay tolerance for video conferencing is in the range of 200 to 300 ms.  Also if an out-of-order packet is received after a certain threshold, it is considered lost.  The performance requirement will vary based on the type of application and its characteristics such as delay tolerance and loss tolerance limit.  Interactive traffic such as VoIP and streaming traffic will have different tolerance for delay and packet loss.  For example, according to ETSI TR 101 a normal voice conversation can tolerate up to 2% packet loss.
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