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Abstract of the contribution: We describe how the semantics of the RAN user plane congestion level reported from RAN to CN can be defined based on whether operator-defined bitrate thresholds can be fulfilled during congestion.
Introduction
Solution 1 (CN-based solutions for RAN user plane congestion) in TR 23.705 requires RAN user plane congestion information transfer from the RAN to the Core Network. However, from the definition of RAN user plane congestion it is not clear how the RAN user plane congestion status is to be determined. Among other things, the definition of RAN user plane congestion in section 3.1 of TR 23.705 states the following.

(1) RAN user plane congestion […] may or may not result in degraded end-user experience.
(2) A high-level of utilization of RAN resources (based on operator configuration) is considered a normal mode of operation and might not be RAN user plane congestion.

From these statements in the definition, we conclude that the congestion status based on which congestion feedback is indicated from RAN to CN must be such that:

a) We can differentiate whether the end-user experience has been degraded or not. 

b) We can differentiate whether a high utilization of RAN resources is a normal mode of operation or not.

c) It provides a framework for operators to apply configuration in the RAN.

The contribution proposes a solution for reporting RAN user plane congestion information with these properties. 
Bitrate threshold based RAN user plane congestion notification

The solution is based on comparing the realized bitrates in RAN with operator configured thresholds. We differentiate two main cases based on whether or not we also apply Solution 5, operator control of RAN congestion handling (FQI approach), which is complementary to Solution 1.
The proposed approach can be used for defining different levels of RAN user plane congestion. The approach takes into account to what extent the congestion affects the users. However, the solution does not require that the expected per service or per application requirements are always fully configured into the RAN, and in this sense the approach does not intend to fully quantify user-impacting congestion. Instead, the bitrate thresholds are used for the quantification of RAN user plane congestion; and it is up to the operator to what extent and granulalirity the bitrate thresholds are configured. 
The solution enables the definition of multiple RAN user plane congestion levels via multiple threshold setting, taking into account the available RAN resources and the current traffic demand. By configuring the bitrate thresholds of interest as the basis for congestion feedback, the solution can restrict signaling to the cases that are interesting for the operator and avoid unnecessary excessive signaling to the core network.

Since the congestion level defined in this way captures the congestion status in the RAN, the congestion level information can be used without further processing in the CN for triggering the appropriate core network action. A different set of core network actions may apply at each congestion level based on operator defined policies. 
Having multiple congestion levels also enables the operator to take preventive action, and use a lower congestion level as an early indication of a possible high congestion state that would preferably be avoided. E.g., if congestion level i represents a state that the operator would like to avoid, the operator can appropriately configure congestion level i-1 such that it can take all the necessary preventive actions to throttle traffic when congestion level i-1 is reported so that the probability of reaching congestion level i is minimized. 

Solution addresses the semantics of the congestion indication, and it is independent of the actual signaling mechanism used for reporting the congestion level from the RAN to the CN. The solution can be applied no matter per bearer signaling or per cell aggregated signaling mechanism is used for reporting congestion to the CN. 
Option without solution 5 (FQI approach)
In this case the RAN QoS handling is based on the bearer/QCI concept. The operator in this case configures a number of bitrate thresholds, one for each congestion level, into the RAN. A different set of bitrate thresholds are configured for each QCI. This can be used e.g., to set different thresholds for different subscribtions, or for different classes of traffic. Note that per bearer/QCI level bitrate thresholds still allow core network actions to be done at a finer granularity, i.e., per flow level core network actions are also possible. 

If the bitrate threshold configured for a given congestion level cannot be fulfilled due to congestion, we consider RAN to be experiencing the given congestion level. The current congestion level is determined by the threshold corresponding to the highest congestion level that cannot be fulfilled due to congestion. 
We must make sure that low incoming traffic in itself does not lead to congestion notification. Congestion reporting is considered only based on the a bearers that would require more RAN resources, but there are no more RAN resources available. For this, the RAN node only considers the bearers whose buffer is not empty, i.e., the buffer length is above a minimal threshold, and their resource demands cannot be satisfied at a given time. Only for these bearers does the RAN compare the realized bitrate with the thresholds. 

Similarly, a low bitrate due to a very bad radio channel in itself does not lead to congestion notification if there are otherwise available RAN resources. Only if the given bearer would require more RAN resources, but the RAN resources are fully utilized, would we report congestion depending on whether the threshold bitrate can be fulfilled. 
To get a stable congestion feedback, averaging is used. While the details of averaging can be left to the implementation, the following general principles can be applied. When the RAN resources are fully utilized:

· consider bearers whose buffer is non-empty (i.e., above a minimal threshold);
· measure bitrate of the bearer, averaged over time;
· average the measured bitrates of the bearers with same QCI over users of the same RAN resources;
· check against the operator configured thresholds to determine the congestion level;
· apply result also to other bearers of the same QCI that currently have empty buffers.
Using these principles, we ensure that the congestion level is stable over time as well as over multiple users, and that it does not fluctuate together with the momentary traffic increase or decrease. Note that the determination of the congestion level is performed separately for each QCI, and hence the congestion level may differ per QCI. This is the expected behaviour, as traffic on a QCI with higher priority may experience less or no congestion at all due to the higher amount of resources allocated to the given QCI. 
Although this is new functionality in RAN, the impact is not expected to be very high as existing RAN implementations already need to measure the realized bitrate, e.g., for AMBR enforcement. 

Option with solution 5 (FQI approach)
Solution 5, operator control of RAN congestion handling (FQI approach), uses the core network to classify traffic flows into bearers or FQI marked flows or a combination of both, and for each combination of QCI and FQI it treats the flows as described by the QCI characteristics and additionally by the RCHD (RAN Congestion Handling Descriptor). The RCHD may set a minimal bitrate for a given flow at a given congestion level. The RAN applies the lowest congestion level that is feasible based on the minimal bitrates set in the RCHDs. 

The RAN in this case already has a notion of congestion level, and that is determined based on whether operator configured bitrate targets, configured into the RCHDs per congestion level, can be fulfilled under congestion. Hence, the congestion level determined in the RAN with solution 5 is in line with the RAN bitrate threshold based congestion feedback approach without Solution 5, as in both cases the congestion level depends on whether pre-configured bitrate thresholds can be fulfilled under congestion.. Therefore, the congestion level determined in the RAN in solution 5 can be used as a basis for congestion notification, after an appropriate time-averaging has taken place on the congestion level which avoids excessive signalling due to too frequent congestion level changes. Note that solution 5 applies the same congestion level for flows sharing the same RAN resources even if flows have different FQI markings, hence there is no per flow dependence for the congestion level. Consequently, the congestion level can be reported on a per bearer level and not on a per flow level due to the fact that the flows within a bearer have the same congestion level. 
As an example, in case three congestion levels are defined, the following congestion level reporting can apply.
· If RCHDs for low congestion level are feasible: no congestion; 
· otherwise if RCHDs for medium congestion level are feasible: low congestion;
· otherwise if RCHDs for high congestion level are feasible: medium congestion;
· otherwise RCHDs for high congestion level are not feasible: high congestion.
Using solution 5, the operator can configure its resource sharing policies at the desired granularity. Different bitrate thresholds can be provided e.g., per application, service caterory or per subscription basis. The RAN takes the operator configuration into account for an efficient resource sharing that works at the RAN bottleneck. There is no risk of RAN under-utilization, since RAN resources can be provided as long as there is demand for it. 
Note that with this approach, the congestion level feedback may be used in the core network to re-classify the flows depending on the congestion level. This can be used to apply a more coarse classification at low/no congestion, and a finer granularity of classification at high congestion. As a result, the more GW resource demanding DPI based classification may be limited to higher congestion levels to save GW resources. The re-cassification of the flows can be handled on a per user level: if RAN reports that a certain congestion level has been exceded in RAN, the CN may apply more granular classification and re-classify the flows of the given user to another bearer and/or FQI. Once such a re-classification has taken place, it should be possible to keep the classification granularity for a minimal amount of time to avoid ping-pong effects in the classification granularity. 
Proposal

It is proposed to capture the proposal in 23.705 as follows. 
=========================START CHANGE==========================

6.1.4.X
Bitrate threshold based RAN user plane congestion notification 
6.1.4.X.1
General description, assumptions, and principles
The solution is based on comparing realized bitrate in RAN experienced by the users with operator configured thresholds. The solution enables the definition of multiple RAN user plane congestion levels, taking into account the available RAN resources and the current traffic demand. By configuring the bitrate thresholds of interest as the basis for congestion feedback, the solution can restrict the signaling to the cases that are interesting for the operator and avoid unnecessary excessive signaling to the core network. 
Since the congestion level defined in this way captures the congestion status in the RAN, the congestion level information can be used without further processing in the CN for triggering the appropriate core network action. A different set of core network actions may apply at each congestion level based on operator defined policies. 

Having multiple congestion levels enables the operator to take preventive action, and use a lower congestion level as an early indication of a possible high congestion state that would preferably be avoided. E.g., if congestion level i represents a state that the operator would like to avoid, the operator can appropriately configure congestion level i-1 such that it can take all the necessary preventive actions to throttle traffic when congestion level i-1 is reported so that the probability of reaching congestion level i is minimized.
We differentiate two main cases based on whether or not we also apply Solution 2.2, Flow and bearer QoS differentiation by RAN congestion handling description (FQI), which is complementary to CN-based solutions.
Bitrate threshold based RAN user plane congestion notification without Solution 2.2 (FQI approach). The operator configures a number of bitrate thresholds, one for each congestion level, into the RAN. A different set of bitrate thresholds are configured for each QCI. If the bitrate threshold configured for a given congestion level cannot be fulfilled due to congestion, we consider RAN to be experiencing the given congestion level. The current congestion level is determined by the threshold corresponding to the highest congestion level that cannot be fulfilled due to congestion. Congestion reporting is considered only based on the bearers that would require more RAN resources, but there are no more RAN resources available due to congestion. Hence, bearers whose traffic demand can be satisfied, which can be determined e.g., by the queue length not exceeding a certain threshold, do not cause congestion reporting.  
To get a stable congestion feedback, averaging is used. The details of averaging are left to the implementation, but they should include averaging over time, and also averaging over the users of the same RAN resources. The congestion level of users whose traffic demand can currently be satisfied are determined based on the congestion level of other users of the same RAN resources whose traffic demand cannot currently be satisfied. It is possible to perform averaging and congestion level determination separately for a group UEs with a certain radio channel quality range, hence the congestion level of UEs with worse radio channel quality may be higher compared to UEs with better radio channel quality.
The determination of the congestion level is performed separately for each QCI, and hence the congestion level may differ per QCI. 

Bitrate threshold based RAN user plane congestion notification with Solution 2.2 (FQI approach). The congestion level determined in the RAN in the context of Solution 2.2, Flow and bearer QoS differentiation by RAN congestion handling description (FQI) is in line with the bitrate threshold based RAN user plane congestion notification approach without Solution 2.2 that is described above, as in both cases the congestion level depends on whether pre-configured bitrate thresholds can be fulfilled under congestion. Hence the congestion level determined by Solution 2.2 can be used as a basis for congestion notification and can be regarded as a bitrate threshold based RAN user plane congestion notification solution. Note that Solution 2.2 applies the same congestion level for flows sharing the same RAN resources even if flows have different FQI markings, hence there is no per flow dependence for the congestion level. Consequently, the congestion level can be reported on a per bearer level and not on a per flow level. Note however that the congestion level may be different per QCI.

The RCHDs (RAN Congestion Handling Descriptors) in this approach include operator configured minimal bitrates for the traffic flows per congestion level. If the RCHDs for congestion level i are not feasible, and i is the highest such congestion level, then RAN uses i as the basis for the current congestion level. If the RCHDs for all congestion level are feasible, no congestion is considered (i=0). After time-averaging is applied on the congestion level i which avoids excessive signalling due to too frequent congestion level changes, this is used in the congestion notification from RAN to the CN.

Using Solution 2.2, the operator can flexibly configure its resource sharing policies at the desired granularity. Due to the use of FQI packet marking, the operator has the freedom to configure thresholds on a per flow level rather than per bearer level. Different bitrate thresholds can be provided e.g., per application, service caterory or per subscription basis. The RAN applies the configured bitrates in the RCHDs in the resource sharing, for both short as well as mid/long term. 
The congestion level feedback may be used in the core network to re-classify the flows depending on the congestion level, e.g., to apply a more coarse classification at low/no congestion, and a finer granularity of classification at high congestion, in order to optimize the usage of GW resources. The re-cassification of the flows can be handled on a per user level. Once such a re-classification has taken place, it should be possible to keep the classification granularity for a minimal amount of time to avoid ping-pong effects in the classification granularity.
6.1.4.X.2
High-level operation and procedures
· The operator pre-configures bitrate thresholds per congestion level per traffic class (i.e., per QCI, and per FQI when applicable) into the RAN via O&M.
· RAN determines the realized bitrate per traffic class. RAN applies averaging. 

· The realized average bitrates are compared with the operator configured thresholds to determine the current congestion level, which is then reported. 

· The signalling mechanism to carry the congestion level from RAN to CN is described by other solutions. 
6.1.4.X.3
Impact on existing entities and interfaces
The solution requires the RAN determination of the realized bitrate. Such a measurement is in many cases already performed, e.g. for AMBR handling. RAN needs to perform averaging and compare against operator configured thresholds. 
6.1.4.X.4
Solution evaluation
=========================END CHANGE==========================
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