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Abstract of the contribution: Proposes a solution for uplink traffic prioritization within a bearer, performed by the UE based on operator configuration e.g. via OMA DM and without RAN, MME impacts.
1
Background

Although a lot of focus in SA2 has been made thus far in downlink traffic in offline and online discussion, there are applications that generate much traffic in the uplink direction, like peer-to-peer applications, gaming, video conferencing, etc. It is also important since for UL scheduling the eNB provides grants per UE (not per flow or bearer), therefore flows that generate lots of traffic could potentially starve other flows .

In this contribution we focus on per-flow traffic prioritization within a same bearer in the uplink.
For that prupose, we first give a review of how uplink scheduling works, and give some insights and conclusions to move forward on finding solutions for per-flow prioritization and per-user prioritization for uplink case.
2
Uplink traffic prioritization considerations

The UE has an uplink rate control function which manages the sharing of uplink resources between radio bearers. RRC controls the uplink rate control function by giving each bearer a priority and optionally a prioritised bit rate (PBR), which is signalled by the eNB. The values signalled may not be related to the ones signalled via S1 to the eNB. There is a one-to-one mapping between a radio bearer and a logical channel. The eNB provides this mapping and along with the priority and PBR of each logical channel/bearer, it also provides a bucket size duration (BSD) and assigns a logical channel group (LCG) which can take only 4 values. 
The uplink rate control function ensures that the UE serves its radio bearer(s) in the following sequence:

1.
All the radio bearer(s) in decreasing priority order up to their PBR (if not set to zero);

2.
All the radio bearer(s) in decreasing priority order for the remaining resources assigned by the grant.

NOTE1:
In case the PBRs are all set to zero, the first step is skipped and the radio bearer(s) are served in strict priority order: the UE maximises the transmission of higher priority data.

If more than one radio bearer has the same priority, the UE serves these radio bearers equally.

The UE provides the eNB with buffer status reports. These buffer status reports are per LCG. The eNB provides uplink scheduling grants based on the buffer status reports provided by UEs. 

Now, there are two aspects worth noting:

1. The buffer status report are designed to minimize signalling overhead. It would not be advised to extend them to provide additional information, like which type of flow is present at the UE buffers.

2. The eNB provides uplink scheduling grants to the UE, and not to particular logical channel/bearer. The UE uses the grants based on the priority/PBR of each logical channel.
Conclusion 2.1: For uplink scheduling, the eNB is a-priori unaware of the type of content that’s present in the UE buffer. This is fundamentally different from downlink scheduling, where the eNB can prioritize packets based on either bearer classification or packet markings received from P-GW.
Without extensively changing the solution for uplink scheduling defined since Rel.8, then the UE should still follow the logical channel prioritization mechanism as described above, since this is the only thing the eNB is aware of and can control (through configuration via RRC). 

Therefore what is left for the UE is to prioritize packets within a bearer/logical channel.  This needs to be performed by the UE, possibly based on rules provided by the network. 

Conclusion 2.2: Per-flow prioritization within a bearer shall be performed by the UE in the uplink. The rules on how to perform this prioritization may be provided by the network. To be consistent with eNB uplink scheduling grant mechanism, the UE shall:

· Perform logical channel prioritization first (as configured via RRC).

· Once the UE allocates resources to a certain logical channel, within each logical channel / bearer, UE performs flow prioritization.
It is worth noting that though per-flow prioritization is performed within the UE, this does not cover per-user prioritization. This is in contrast to the downlink case, where the eNB may be aware of both type of users and type of flows.

Conclusion 2.3: Particularly for uplink, techniques for per-user prioritization and per-flow prioritization may be performed in different entities. For instance, the eNB should be the correct entity to perform per-user prioritization, since it is in charge of providing UL scheduling grants to each UE, while the UE may be involved in performing per-flow prioritization based on the scheduling grants provided by eNB.

3.
Solution Proposal
This section proposes a joint solution for uplink prioritization and traffic limitation based on whether the data traffic is attended/unattended.

3.1
Solution principle: 
Three step approach for uplink prioritization:

1. Per-user prioritization is performed through normal uplink scheduling grants by eNB. How the eNB performs user prioritization is not considered in this contribution. The solution proposed in this document may be complimentary to any solution for user prioritization.
2. Per-bearer prioritization is configured by eNB via RRC and executed by UE, as currently defined. No additional standard work is required to enable per-bearer priotization.
3. Within-bearer uplink traffic flow prioritization is performed in the UE based on certain rules/configuration from the operator/network. 
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Figure 1: Uplink scheduling/prioritization example

Figure 1 shows an example illustration of the step-wise approach for uplink scheduling and prioritization.

In this document we will focus on step 3, and how that can be achieved.
3.2
Within-bearer uplink prioritization
The UE behavior in terms of uplink packet scheduling is as follows:
· The UE always follows Step 2, i.e., it performs logical channel (i.e. bearer) prioritization based on the configuration received via RRC. 

· Each logical channel has a number (e.g., 2 or 3) of queues with different priorities. Once a logical channel receives a certain amount of data to be transmitted, prioritization between these queues is performed to select which packets to transmit. 
In order not to highly increase complexity in the UE, the number of within-bearer priority values should be under the following two possibilities:

· 2 values: High, Low

· 3 values: High, Normal, Low 
Editor’s note: it is FFS which values to use, and details of prioritization between queues.
3.3
UE configuration

The next aspect of the solution is how the UE decides the priority of each flow. 

This should be configured by the operator/network. 

In terms of how the UE is configured, there are two possibilities: 
· Via NAS: TFT’s can be extended to define further attributes.
· This approach implies that this is provided by the network, but it is likely the home operator the one deciding which traffic is important or less important for the user. This would have to be passed from HPLMN to visited PLMN, for example, by extending the subscription information. Since there may be several rules and configuration options, this could greatly increase signaling between HSS and MME, which would not be desired, and would not work in roaming scenarios where the VPLMN does not support the TFT extensions. 
· Via OMA DM configuration. 

· This is our preferred option, as configuration is likely not to change frequently, it minimizes network signaling and allows for easier extensions in the future, as rules for traffic prioritization may change. Moreover, rules provided by home operators may work even when the UE is roaming in a VPLMN not supporting any UPCON enhancement.  
The following prioritization configuration parameters are proposed to be included:

· Application ID: OS -> OS_AppID similar to what was defined for DIDA in TS 24.312 

· (Possibly other traffic characteristics)

Each entry consists of any combination of the above [AppID,  …] and a priority value [high/normal/low].
4.
Proposed text to 23.705
6.X
Solution X: Uplink prioritization within a bearer
6.X.1
General description, assumptions, and principles

This solution addresses the following key issues:

-
Key Issue #3: Differentiated treatment for non-deducible service data flows in case of RAN user plane congestion.

-
Key Issue #5: Uplink Traffic Prioritization.

The design principle of this solution is as follows. Three step approach for uplink prioritization:

4. Step 1:
Per-user prioritization is performed through normal uplink scheduling grants by eNB. How the eNB performs user prioritization is not considered in this contribution. The solution proposed in this document may be complimentary to any solution for user prioritization.

5. Step 2:
Per-bearer prioritization is configured by eNB via RRC and executed by UE, as currently defined in TS 36.321 and TS 36.331. No additional standard work is required to enable per-bearer prioritization.
6. Step 3:
Within-bearer uplink traffic flow prioritization is performed in the UE based on certain rules/configuration from the operator/network. 

Figure 6.X.1 shows an example illustration of the step-wise approach for uplink scheduling and prioritization.
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Figure 6.X.1: Uplink scheduling/prioritization example
6.X.2
High-level operation and procedures

The UE always follows Step 2, i.e., it performs logical channel (i.e. bearer) prioritization based on the configuration received via RRC and the uplink scheduling grant received by the eNB (Step 1). Therefore, the current bearer model is not modified, and 

Each logical channel – which corresponds to an EPS bearer in a one-to-one mapping as defined in TS 36.331 - has a number (e.g., 2 or 3) of queues with different priorities. Once a logical channel receives a grant for certain amount of data to be transmitted, prioritization between these queues is performed to select which packets to transmit.

In order not to highly increase complexity in the UE, the number of within-bearer priority values should be under the following two possibilities:

-
Two values: High, Low

-
Three values: High, Normal, Low

Editor’s note: it is FFS which values to use, and details of prioritization between queues.

In order for the UE to prioritize different packet flows, the UE is configured with an entry consisting of:

1.
Flow characteristic:

-
Application ID, similar to what was defined for DIDA in TS 24.312 subclause 5.7.

Editor’s note: the need to include other traffic characteristics is FFS.

2.
Priority value:

-
E.g. High/Low or High/Normal/Low

Editor’s note: Whether to use two or three priority values is TBD. .

The UE is configured via OMA DM. This approach minimizes network signaling and allows for easier extensions in the future, as rules for traffic prioritization may change and require new attributes to define the flow. Moreover, rules provided by home operators may work even when the UE is roaming in a VPLMN not supporting any UPCON enhancement.
6.X.3
Impact on existing entities and interfaces

UE:

-
Support for configuration of uplink prioritization, e.g. via OMA DM.
-
Support of packet marking by upper layers and multiple queue prioritization within a logical channel.

eNB/MME/S-GW/P-GW:
-
No impact.

6.X.4
Solution evaluation
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