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Abstract of the contribution: This contribution proposes a solution for ProSe service continuity for PS traffic sessions which are via Application Server. The solution is applied to both E-UTRA ProSe communication and WLAN direct communication. It is proposed to agree the contribution for inclusion in TR 23.703.
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6.Y
Solution Y: ProSe Service Continuity for PS traffic sessions via Application Server

6.Y.1
Functional description

    Editor’s Note: General description, assumption, and principles of the solution. 
6.Y.1.1
General

The solution addresses the key issue “Service Continuity aspects” described in clause 5.11 for PS traffic sessions which are via Application Server. It assumes IP connectivity on the direct path (i.e. E-UTRA ProSe Communication or WLAN Direct Communication path). 

6.Y.1.2
System architecture

The basic system architecture for ProSe Service Continuity for PS traffic sessions via Application Server is depicted in Figure 6.y.1.2-1..
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Figure 6.y.1.2-1: Architecture for ProSe Service Continuity for PS traffic sessions via Application Server
6.Y.1.3
Service continuity from infrastructure path to direct path
· UE A and UE B are connected to the Evolved Packet System (EPS A and EPS B) of the same or different mobile network operators and are engaged in IP communication. The IP addresses used for infrastructure path communication in UE A and UE B are denoted IP@A1 and IP@B1, respectively. Packets are exchanged over the infrastructure path and via an Application Server which is depicted by the red curve. The IP addresses used for infrastructure path communication in App Server are denoted IP@AppServer_A1 and IP@AppServer_B1, respectively
Editor’s Note: Support of the presence of NAT devices and IPv4 on the infrastructure path is FFS.
· When the UEs detect that they are in proximity of each other, they establish direct communications (i.e. E-UTRA or WLAN ProSe Communication path). Each UE is assigned a new IP address that is used for communication on the direct path. These IP addresses are denoted IP@A2 and IP@B2, respectively;

· When the infrastructure path data session between UE A and UE B is moved to the direct path based on operator policy such as ANDSF policy, the packets are exchanged through a tunnel whose “outer” IP addresses are IP@A2 and IP@B2. In order to enable service continuity, the UEs need to convert the packet headers of the packets they send and receive:
· Each UE needs to learn/request the mapping between its own IP address and the App Server IP address that is used for communication with the corresponding UE. Specific to UE A, it needs to learn the mapping between its own IP address (IP@A1) and the App Server IP address (IP@AppServer_B1) that is used for communication with UE B;
· When sending a packet on the direct path, UE A converts the IP header by replacing IP@A1 with IP@AppServer_B1 in the source address field;
· When receiving a packet on the direct path, UE B converts the IP header by replacing IP@AppServer_A1 with IP@B1 in the destination field.
· As an alternative, UE A and UE B can exchange their (own IP address, App Server IP address) mappings via the direct path, and then the entire packet header (i.e. including both the source and destination fields) is converted by either the sender or receiver.
· Session continuity is preserved given that from the application perspective the original pairs of addresses (IP@AppServer_B1, IP@B1) and (IP@AppServer_A1, IP@A1) are still in use.
NOTE:
It is assumed that the two UEs can exchange their “outer” tunnel IP addresses (IP@A2 and IP@B2) over the direct path. In the Wi-Fi™ Direct case the UE acting as a P2P Group Owner is in charge of assigning IP addresses for both UEs and may also be the one who initiates the establishment of the IP-in-IP tunnel on the direct path.

6.Y.1.3
Service continuity from direct path to infrastructure path
· UE A and UE B are engaged in communication over the direct path. The IP addresses used for direct path communication in UE A and UE B are denoted IP@A2 and IP@B2, respectively. Packets are exchanged over the direct path which is depicted by the black line;
· When the direct path data session between UE A and UE B is moved to the infrastructure path based on operator policy such as ANDSF policy, the packets are exchanged through two tunnels whose “outer” IP addresses are (IP@A1, IP@AppServer_A1) and (IP@AppServer_B1, IP@B1). Session continuity is preserved given that from the application perspective the original pairs of address (IP@A2 and IP@B2) is still in use.
6.X.2
Procedures

Editor’s Note: To be completed.
6.X.3
Impact on existing entities and interfaces
Editor’s Note: To be completed.
6.X.4
Solution evaluation

Editor’s Note: To be completed.
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>End of Change<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<
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