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* * * First Change * * * *

6.5
Solutions for GTP-c overload handling

6.5.1
Solutions targeting existing mechanism for GTP-C node overload prevention

6.5.1.1
Introduction

The GTP-C overload handling listed below looks at the resulting signalling from some of the scenarios given in section 4. For each case it is proposed which existing functionality that can be used to reduce the effects of extensive signalling on the related interfaces and if any modification to existing functionality are needed it is FFS. The focus will be to get solutions giving a graceful resolution of possible overload situations.

6.5.1.2
Mobility management signalling

Extensive mobility management signalling can be a result from a RAN node restart as specified in Scenario 1 in section 4.2.

The resulting S4 and S11 signalling will be Modify Bearer Request/Response. Existing solution for this can be to use Modify Access Bearers Request message sent per UE instead of Modify Bearer Request sent per UE and PDN connection, which may give reduced signalling over S11.  This policy does not apply to cases when S5/S8 signalling is needed (e.g. RAT change, ULI notification change) and does not apply in case of legacy access as Modify Access Bearers Request is not supported over S4. 
Support of the Modify Access Bearers Request procedure is optional for MME and SGW, and its use restricted to few scenarios when multiple conditions are fulfilled (see 3GPP TS 29.274 subclause 7.2.24).  
This procedure cannot help in particular in the case of overlaid RATs and failure of a RAN node (Scenario 1 in section 4.2) for all UEs that reselect a different RAT after the node restart (see sublause 4.2) due to the need to report the RAT change to the PGW.
Editor’s Note: It’s FFS whether there are other solutions or enhancements can be made to existing solutions for this case.
6.5.1.3
Re-attach signalling

Extensive re-attach signalling can be a result from failure in a core network node as specified in Scenario 2 in section 4.3).
The resulting S4, S11 and S5 signalling will be Create Session Request/Response or Modify Bearer Request/Response (e.g. SGW restoration procedure). Create Session Request/Response  can be handled by the existing APN back-off timer function in the PDN GW. This mechanism cannot signal overload in case the PGW would nevertheless accept the Create session Request. Besides this mechanism does not apply to Modify Bearer Request.   
In case the SGW or PDN GW is severely overloaded and cannot indicate overload, the existing solution may result in the source node sending retransmissions of its requests to the overloaded node.

The APN back-off timer can be tuned by using different timer values depending on the overload level of a GTP-c node. The MME should reject PDN connection requests, for the specific APN related to that PDN GW during the "PDN GW back-off time". 

Editor’s Note: It’s FFS if the back-off timer mechanism can lead to oscillations with regard to network load.
Editor’s Note: It’s FFS whether there are other solutions or enhancements can be made to existing solutions for this case.

6.5.1.4
Service request signalling

Extensive service request signalling can be a result from a catastrophic event as specified in Scenario 3 in section 4.4.
Refer to section 6.5.1.2, 
Mechanisms related with APN back-off timer signalling cannot apply to mid-session signalling such as notifications sent on existing sessions over S5/S8.
Editor’s note: implications of this on the proposed solution are FFS

6.5.1.5
UE requested PDN connectivity signalling

Extensive UE requested PDN connectivity signalling can be a result from a catastrophic event as specified in Scenario 3 in section 4.4.

Refer to section 6.5.1.3.

6.5.1.6
Network triggered Service Requests

Extensive network triggered service request signalling can be a result from  push like services and applications as specified in Scenario 4 in section 4.5.The resulting signalling over S4/S11 will be Downlink Data Notification (DDN) followed by Service Request. This can be handled by the existing Throttling of Downlink Data Notification Requests functionality (see clause 4.3.7.4.1a in TS23.401).
This mechanism does not apply for network initiated signalling for dedicated bearers establishment/update/deletion, e.g. cannot protect the MME/SGSN against massive PGW initiated signalling requests resulting from application signalling that induces creation of dedicated bearers. 
* * * Next Change * * * *

* * * Next Change * * * *

6.5.3
Solutions for preventing S-GW and P-GW overload
6.5.3.1
Solution 1: Use of Gateway Load Manager for DNS based load balancing

6.5.3.1.1
Description

This solution addresses only load control and relies on the existing overload mechanisms (e.g, backoff timer) to address load throttling”
In a sensible network deployment scenario the load of S-GW and P-GW should be equally distributed and each GW should be capable to handle the traffic load that it was engineered for and should have some reserve capacity to handle the event of a sudden traffic spike. Before the traffic spike event pushes the P-GW into an extreme overload territory, the P-GW can invoke a back-off timer to reject new connection requests in addition to any self-protection mechanism that it may have in order to keep itself operating in a stable manner (e.g. reject of new connections). 
Currently, the S-GW and P-GW selection mechanism is based on DNS procedure as specified in TS 29.303. MME selects the S-GW and P-GW from a list of available addresses and weight factor provided by the DNS server. The selection process used by MME does not identify the actual load of S-GWs and P-GWs. 

During initial selection procedure, if the selected S-GW is currently overloaded then it does not response to Create Session Request. As a consequence MME may reselect another S-GW. If S-GW determines that P-GW is overloaded or P-GW is not responding, S-GW includes an error cause code, (e.g., ‘Remote peer is not responding’ or ‘All the dynamic addresses are occupied’, etc) in Create Session Response message, so MME can try to reselect another P-GW. This kind of reactive approach can be minimized, if the DNS procedure can also take “current load factor” of S/P-GW into consideration.
Note: “Current load factor” does not necessarily imply real time sampling of S/P-GW load. It can represent a load condition for a certain period of time (e.g., 3 mins) to account for peak oscillations within small time intervals.
To allow the S-GW and P-GW selection procedure to also take into account their current load condition, a functional entity called “GW load Manager” (GLM) is introduced. It sits between MME/SGSN and the DNS server. GLM is informed about the load information from S-GW and P-GW. 
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Figure 6.5.3.1.1 – P/S GW selection with “GW Load Manager”

MME/SGSN are configured to send a DNS query to the GLM. GLM has current load status of S-GW/P-GW, and based on that it may change the weight factors in DNS responses received from DNS server before forwarding to MME/SGSN. This allows the P-GW and S-GW with lesser load to be selected by MME/SGSN.

In a scenario where all the S-GWs and P-GWs are heavily loaded, any one of them can go into overload condition with further spike of traffic. During this condition, the GLM may not be returning any S/P-GW address in the DNS response back to the MME/SGSN to prevent further increasing load in those gateways. MME/SGSN may then also invoke back-off timer to prevent UEs from creating more load towards the network. 

Editor's Note: it is FFS whether this solution supports roaming with home routed traffic, i.e. whether the MME/SGSN can take into account the load information from P-GWs pertaining to different PLMNs e.g. from the same operator group.  

Editor's Note: It is FFS with how the latency related to the change of S/P-GW load information would be taken into account by the MME/SGSN (considering DNS caching in MME/SGSN), and how much extra signalling the solution may imply between the MME/SGSN and the DNS.
Editor's Note: The new GLM adds a new failure point. It is FFS how to address the failure of the GLM and provide redundancy of the GLM.

* * * Next Change * * * *

9
Evaluation

9.3
Evaluation related with the support of Overload control and dynamic load control for GTP-c 

GTP-C interface is defined for signalling between many core network nodes and services. Overload on these interfaces can lead to node congestion or even collapse. The impact to services can be e.g.: 

· loss of PDN connectivity (IMS, Internet …) and associated services 
· loss of ability to setup  and release radio and core network bearers necessary to support services e.g. GBR bearers for VoLTE;
· Loss of ability to report to the PGW/PCRF user information's changes, e.g;  location information for emergency services and lawful intercept, changes in RAT or QoS; 
· Billing errors and loss of revenue.
The GTP-C interface shall be enhanced to support overload prevention and dynamic load control as it has currently very limited support in this aspect: 

1) no means exists in GTP-C to signal the dynamic load of a node. GTP-c load balancing based on semi-static DNS weights does not take into account the instantaneous load or capacities of the S/P-GW and may lead to overload in one or more nodes of a SGW or PGW cluster while there is still remaining capacity on other nodes of the same cluster. GTP-c load balancing based on Dynamic DNS updates requires a new standard interface to configure and test, implies modifications to the operator DNS infrastructure which is very sensitive for operators, and induce much shorter DNS cache timers which adds to the signaling load of nodes performing GTP-c load balancing..
2) a PGW can detect congestion for a specific APN and perform overload control for that APN. But: 

· this does not allow to report an overload at the node level;

· this is an On/Off mechanism, when approaching congestion or during congestion, that can create oscillations in network signaling (e.g. sudden decrease or surge of signaling traffic when APN congestion controls starts/stops);
· The On/Off nature of this mechanism may be mitigated by applying different values of the PGW Back-Off Time
· this has effects only on subsequent Create Session Requests, not on GTP-C signaling exchanged for already established PDN connection;

· this is only supported from the PGW to the MME/SGSN, but not supported e.g. from the SGW to MME/SGSN or from MME/SGSN to the SGW/PGW.
3) an MME/SGSN can request an SGW to throttle Downlink Data Notification message. But this has not effect e.g. on network initiated signalling for dedicated bearers establishment/update/deletion.
4) The Modify Bearers Access Request procedure may reduce in some scenarios the signaling over S11, but this does not allow to limit this signaling to what the SGW can actually receive, this is not usable over S4 nor when S5/S8 signalling is required to update the PGW e.g; about RAT or ULI change, and so is not usable in certain scenarios possibly generating massive signaling e.g; RAN failure with overlaid RATs.
5) Some GTP-C cause code (e.g. 'NoResourceAvailable') exists to signal temporary unavailability of resources to process a received request, but the receiver can continue to send requests for other UEs as this cause is not defined to mean node overload;
6) GTP-C retransmissions (upon lack of responses) amplify GTP-C overload; 
7) A solution where a GTP-c sending node would rely on the size of its GTP-c sending queue would not allow a MME to determine whether a PGW (or the SGW) is congested and which PGW is congested (as the GTP-c sending queue would actually be per SGW and not per PGW)
8) Congestion collapse due to an overloaded GTP-C entity may occur because there is no way for a GTP-C entity to communicate its current overload level and coordinate actions with its GTP-C peer.   
9) A GTP-C entity in overload will expend resources inspecting and rejecting messages. To preserve good throughput, a process is needed to offload this task to the GTP-C peer(s) as close as possible to the source of traffic. 
* * * Next Change * * * *
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