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Abstract of the contribution:  This paper evaluates the proposed solutions by specifically considering the provided gains under different traffic and usage scenarios.
Introduction

This paper adds or develops further the evaluations of the individual small data solutions. Current situation of already existing (partial) individual evaluations is not always in a consistent way as there are sometimes different criteria per individual solution evaluation.  Although also the here proposed updates may not be ably  fully align the evaluation considerations styles it is proposed to do individual per solution evaluations only by comparing with current state of the art and perform comparison of different solutions under general evaluation section, which is proposed to be per traffic/data usage scenario.
There is no specific per solution evaluation discussion provided as a separate discussion. Any evaluations and potential solution discussion is provided as proposed text for addition to the TR.

Proposal

It is proposed to update TR 23.887 as following:

5.1.1.3
Solutions

5.1.1.3.1
Solution: Small Data Transfer starting from RRC IDLE (E-UTRAN): Use of pre-established NAS security context to transfer the IP packet as NAS signalling without establishing RRC security 

5.1.1.3.1.3
Solution evaluation

Editor’s note: this section is not finalised.

Typical IP flow scenarios (e.g. when TCP transport is used) require multiple round trips.

During this procedure, the RRC security context is not downloaded to the E-UTRAN: thus the UE cannot be handed over to any other cell.

Table 5.1.1.3.1.3-1: Comparison of Current and Optimised LTE mechanisms for the Mobile Originated transfer of one IP packet pair

	
	Number of radio interface events
	Number of core network signalling messages

	Current LTE design
	12 
+ 2 (for optional early UE measurement configuration)
+ (multiple) measurement reports (dependent on radio conditions and mobility)
+ 2n (for any extra RRC reconfiguration during the inactivity before release)
	8

	Optimised design
	6
	4


This solution piggybacks uplink small data onto the initial NAS uplink message that is just extended and it uses another NAS message for carrying downlink response small data. The efforts for setting up the user plane, i.e. related RRC messages and AS security setup, can be avoided. For downlink initiated small data transfer two NAS messages are added to the always needed single uplink NAS message for the currently used Service Request.
The solution is described as for an exchange of a request and a response packet. It is difficult to determine whether using the small data or normal procedures also as some data sequences, e.g. TCP, start with a small data pattern and may afterwards change to higher volume data exchange. The solution describes that the application knows it in the UE, i.e. uses obviously an API for indentifying small data. Further there are new specific interactions for changing between small data and RAB based data transfer.
Not fully described are the acknowledgements inside the network. So can the MME confirm towards SGW only the sending to eNB, but not any data delivery, which the solution description states. For downlink initiated data transfer it is not described what tells the SGW that data were transmitted.
The binding of the user data to RRC setup and release causes data repetition when the RRC messages get lost. A loss of the RRC Release message repeats the complete RRC procedure and therefore the whole user data transfer. Whether this is an issue depends on how likely RRC messages get lost. Delays in user data plane may cause race conditions, e.g. the response packet is delayed so that the RRC request is repeated. This results in multiple response packets that may cause already a change to establishing RABs.

The solution mainly optimises scenarios that have traffic for use of PDN connections and have occasionally small data to transfer. Probably it is primarily addressing keep alive or similar signalling as part of data traffic mix combined with transfers of other than small data. The solution can be also used for scenarios with small data only. However when it is infrequent small data keeping always an IP connection, which is part of the solution, might be less efficient.

5.1.1.3.2
Solution: Optimised handling of C-plane connection for Small Data and Device Trigger Transmission without U-plane bearer establishment in E-UTRAN

5.1.1.3.2.5
Solution evaluation

Benefits:
-
No establishment of U-plane bearers (i.e. no DRBs) and no resource reservation over the radio interface;

-
Reduced signalling procedures in the core network (no S1-U establishment) and radio interface.

Drawbacks:

-
Modifications to the existing interfaces and nodes are needed.
The NAS optimisations resulting in less RRC signalling are basically the same as above under “5.1.1.3.1
Solution: Small Data Transfer starting from RRC IDLE (E-UTRAN)”. The provided data path is independent from the UP bearers/RABs and therefore the existing interactions between connections for signalling only and for signalling+data apply. In addition an option for SMS CP layer optimisation. 
The solution is specifically targeting more resource efficient SMS transfer.
5.1.1.3.3
Solution: Standalone Small Data Service with T5/Tsp and generic NAS transport

5.1.1.3.3.3
Solution evaluation
The NAS optimisations resulting in less RRC signalling are basically the same as above under “5.1.1.3.1
Solution: Small Data Transfer starting from RRC IDLE (E-UTRAN)”. The provided data path is independent from the UP bearers/RABs and therefore the existing interactions between connections for signalling only and for signalling+data apply. In addition an option for SMS CP layer optimisation.
This solution uses a specific API for small data to transfer (comparable to SMS). When an application cannot carry all its data via this service it may need to use multiple APIs, for IP bearers and for messaging.
The solution is targeting an efficient application message transfer somehow comparable to SMS. The small data messages may carry any wanted protocol, also IP. The main usage is however for carrying application protocol messages. Adding IP adds extra efforts, possibly also messages, for managing IP and carries additional header data in small data messages.
5.1.1.3.3.3.1
Benefits 

T5 small data solution provides following benefits:  

·   Supported message size of up to possibly 1kB. The actual maximum message size is assumed to be constrained by the RAN design, e.g. by the preference to transfer a single small data message in a single RRC message. The supported message size enables more usage scenarios and improves resource efficiency, e.g. it can avoid the establishment of the user plane as a complete application level message can be transferred, specifically for usage scenarios that can satisfy all their communications via the T5 small data service. When comparing to transfer in multiple SMS it reduces the amount of delivery messages.

·   T5 small data has a flexible payload size from 1 byte to maximum payload size. Also charging is flexible, which can be per message, but can also consider the size of the payload, e.g. for encouraging efficient use of resources. The total amount of data transferred by T5 small data service can be calculated from the CDRs.
·   The RRC and S1 handling is not further detailed. However compared to a UP transmission the same gains can be derived as described for “5.1.1.3.1 Solution: Small Data Transfer starting from RRC IDLE (E-UTRAN): Use of pre-established NAS security context to transfer the IP packet as NAS signalling without establishing RRC security”. I.e. for the transfer of a single uplink small data unit the radio interface messages can be reduced from 12 to 6 and the messages for the serving nodes from 8 to 4. This result in reduced latency and less power consumption, especially as only the permanent NAS security association is used and not the RRC security that is re-initialized for every idle to active transition. 
·   The T5 small data service offers improved efficiency for multiple different usages, like for device triggering or any infrequent small data application. E.g. push services may be supported without the need for continuously maintaining the downlink user plane path by keep alive signalling or other means. Usage for small data applications can considerably reduce resource consumption per small data transfer.
·   The T5 small data service includes security functions that allow receiver and transfer nodes to verify integrity of the data units and thereby providing a strong protection against fake or erroneous small data deliveries. Specifically the capability of the transfer nodes to verify small data integrity is advantage as it enables to discard small data before delivering to UEs. The provided security functions may also be used by the users of the small data service, e.g. by applications end-to-end. 

·   The T5 small data service provides flexible addressing means for devices and also users/applications on devices, e.g. allowing for identifying applications on UEs by names without a need for defining and maintaining mapping functionality for shorter sub-IDs like application or port numbers.

·   The T5 small data service is a standalone solution, independent of other transmission services, such as SMS/IP transmission. This solution provides uplink and downlink small data transfer without the need for allocation of an MSISDN. The uplink/downlink small data transfer when the IP user plane transmission is not available, e.g. due to related bearers failed or are not yet allocated or due to other issues such as: lack of IP address resources, NAT traversal, IP keep-alive, etc. which all do not apply to this solution.

5.1.1.3.3.3.2
Drawbacks

It introduces a new delivery service with all the related efforts, like

· impacts to UE, MME/SGSN, HSS and MTC-IWF; 

· New function for SCS or AS to use the T5 small data service

· requires related charging functionality and possibly a new subscription type;

· may require specific inter-operator roaming agreements

· service usage in roaming scenarios depends on whether the visited PLMN deploys the functionality.

5.1.1.3.4
Solution: Stateless Gateway for cost efficient transmission of infrequent or frequent small data
5.1.1.3.4.3
Solution evaluation

Editor’s Note: The benefits and drawbacks below are not yet reviewed or agreed. They are kept here only to stimulate thought. 
The solution mainly optimizes the active/connected – idle transitions within the network. The only difference to the current state of the art is that there is no S11 signaling during the Service Request procedure, which is changed for piggybacking the S11 information onto extra S1-U GTP-U PDU headers.

This proposed approach of piggy-backing can even increase the control processing in eNBs and GWs compared to existing procedure as the GTP-U extension header may need to be attached to multiple uplink packets, until a response is received. An SGW typically just forwards GTP-U PDUs according to the UP GTP path established by control signalling without any need for interacting with its internal control instance after the SGW control instance installed the GTP-U switching path. The modified eNBs and CGWs need to extract control info from GTP-U and pass it to their control instances. Further the CGW needs to manage the downlink path internally per “S1 establishment” based on a timer to watch for the first downlink packet for adding the described GTP-U control info and giving it back to user plane, or even injecting a GTP-U PDU with control info when no downlink packet arrives in time. Also the eNB needs to send first uplink (dummy) packets with attached control info until a response GTP-U header is received.

For a fair comparison of the S11/S1-U effects the control events need to be compared as it is for the nodes no major difference for the processing load whether caused by external or internal events. Comparing the control events that need to be processed by the eNBs and GWs in total there can be an increase compared to using S11 depending on type of packet traffic. In best case the number of GW control events is the same. For the eNB it increases in any case as the S11 events are moved to S1-U. 

A gain that remains is the shorter time being ready for downlink data, which may be reduced by the extra processing of the first downlink packet that first has to go to CGW control for adding the extra header. Also is it difficult to value any potential timing gain as the need for it depends on the reaction time of the applications.

Usage is possible for small and large data and for frequent and infrequent. However there is no processing gain when comparing the number of processing events instead of the number of control plane message events.
5.1.1.3.4.3.1 
Benefits 

-
reduction in the long term state information to be retained in the packet gateways; for PDN connections with infrequent data transfer
-
reduces MME/SGW control interface signalling to resume uplink or downlink data transmission for a UE in idle mode and during handover;



-

 



-
suitable for frequent and infrequent small data transmission, including bursty transmissions;

-
no UE impact (assuming no IP address formats
); 

5.1.1.3.4.3.2 
Drawbacks

-
Limited to UEs with a single PDN connection and single bearer and conditions described in 5.1.1.3.4.1.1 are met. Use of an S/PGW that has to be always in VPLMN; UE is only reachable after MO data transfer, only best effort QoS (or static QoS), seamless mobility with IP address preservation limited to a (set of) MME (areas)
-
For infrequent data transfer usage the UE is hardly reachable for MT imitated data transfers; it may require using always triggering
-
Extra intelligence in the CGW to instantiate and release device contexts for active user plane connections and to update device contexts with RAN address upon inter-eNB/RNC mobility; which are control events causing load at least comparable to signaling events
-
Control plane information carried via and to be extracted from and injected into user plane PDUs
-
Although signaling is reduced, idle-to-connected transitions are required.
5.1.1.3.5
Solution: Downlink small data transfer using RRC message 

5.1.1.3.5.3
Evaluation

This solution could also be used to transfer device trigger.
Since more eNodeBs needs to buffer the small data for certain time duration, and in order to reduce such impacts, this solution is suitable for UE(s) that belong to smaller tracking area. 

Editor’s note: this section is not finalised.
This is basically a different variant of mapping the NAS message, carrying a downlink IP packet or T5 message, onto RRC messages for radio transfer. All the same described aspects apply besides the RRC and eNB specifics.
A major problem seems however the lack of verifying the UE that responds to paging and obtains the downlink data unit. Any UE that responds to the paging with the paged TMSI gets the data delivered and causes a confirmation and may stop thereby any further delivery attempts. It may need to be evaluated by SA3.
5.1.1.3.6
Solution: Small Data Fast Path / Connectionless

5.1.1.3.6.2.3
Alternative A evaluation

Editor’s Note: The solution evaluation is work in progress.
This solution is adding a “small data bypass” data path in parallel to the existing user plane functionality. It therefore results in every UE having 3 different security contexts (in eNB, MME, SGW), which creates a number of new interoperation, error and recovery cases as well as race conditions for changing between modes.

The “connection ID” is still described as FFS. In contrast to GPRS where it is TLLI+NSAP any new introduced connection ID independent from S-TMSI creates an additional temporary identity as it needs to be transferred un-ciphered via the radio. How this affects user identity confidentiality SA3 may need to consider. Further it remains open whether there is any “resolution function” for the eNB to translate the “connection ID” into F-TEID, which would add further system signalling. The solution description shows mainly the basic successful case.

It can be assumed that a number of aspects need to be considered further (e.g. load management on “new S1-U”, multiple independent “connection-less transfers”, keeping contexts longer in eNB than just for the duration of the “connection-less RRC connection”, …).

The solutions mainly addresses PDN connections with mixed data usage as it adds an alternative data path the existing one, so it is mainly for e.g. keep-alive signalling. For applications that transfer only small data infrequently the solution works, but is less suited as it increases the contexts resource usage and the number of nodes that need to have long-term resilience/stability. Because of the extra context data the chance of failures increases. Also any efforts on the different recoveries that may happen increase. Due to the extra contexts to be maintained it is not necessarily a good solution for huge populations of devices like sensors or meters that infrequently transfer a small amount of data. 

Benefits 

-
Eliminates the NAS part of the service request signalling in RAN, MME, SGW, for small data when the selected data transfer path is the small data path.
-
Application developers are not required to use special handling of small data (but can optionally do so). Real-time criteria driven decision whether data are transferred as small data or normal bearers are established. 

-
Fallback to normal ECM-connected mode possible in any situation e.g. when data on a PDN connection/bearer doesn’t fulfil the small data criteria anymore.

-
Can be used for small data transmission over the user plane with a minimum signalling overhead, e.g. for messaging applications (exchanging very few messages and not using TCP) and applications using keep-alive signalling (M2M and Smartphones); 

-
Existing UP functions is reused, e.g. charging, IP address & IP routing, firewalls/NATs/VPNs, DPI, etc; 

-
Small data volume upper limit only constrained by radio design and by UE’s mobility;

-
Suitable for frequent and infrequent small data transmission, including bursty transmissions;
-
Feature introduction in networks are facilitated as it can be introduced in any order in the affected nodes. It becomes active when the involved nodes (i.e. the UE, eNB, SGW and MME) support the small data fast path;

-
Also reduces network load from keep-alive signalling from smart phones;

Drawbacks

-
Impacts on SGW, MME, UE, eNB. Updated state model for the fast path in UE and SGW. Updated paging handling for the fast path;

-
Extra processing and intelligence in the SGW to maintain timers for PDN connections having active fast paths;

-
New security handling of small data in the UE and the SGW. 
-
Highly successful and reliable real-time decision entities required in UE and SGW to make proper data path selection decisions as any wrong decision may increase signalling compared to existing data transfer means.
5.1.1.3.6.3
Alternative B: Connectionless Data Transmission

5.1.1.3.6.3.4
Alternative B evaluation
The solutions mainly address small data transfers that may happen on PDN connections that transfer also other patterns of traffic, i.e. it is mainly for e.g. keep-alive signalling. For applications that transfer only small data infrequently it works, but is less suited as this usage increases the contexts resource usage and the requirements for long-term resilience/stability of the involved nodes. Because of the extra context data the chance of failures/mismatch increases, which basically increases the chance of fallback to existing procedures without any optimisation. Due to the extra contexts to be maintained the solution is not necessarily suited for huge populations of devices like sensors or meters that infrequently transfer a small amount of data.
The solution is providing gains only for UEs with no or low mobility as any UE mobility to a cell without stored or with invalid security context causes fallback to existing procedures. I.e. there is not any optimisation for such scenarios. 

The solution description seems not ready or complete, which may be derived from the various different timer names. However it is stated that “cell changes during connection-less mode require some update signalling from the UE”. For UEs changing to new cells after RRC release this may cause even extra signalling compared to current procedures, which don’t care after RRC release unless it is a TA change.

When any small data are transferred always in a different cell the solution shows the same behaviour as without any optimization as it uses the existing Service Request with the addition of creating overhead contexts to be stored in RAN nodes.

The RAN context is obviously stored for the UE’s S-TMSI. The maximum context lifetime needs to be align with the TMSI reuse as a released TMSI may be allocated to another UE, i.e. CN nodes need extra efforts to remember when a TMSI was released.
The solution works for frequent and infrequent data transfers, and for small and large data. The transition between small and other data transfer mode may cause race conditions. For application that are “more mobile” than the system can keep valid security contexts there are no gains by this solution.
The effects from the connection-less S1 are the same as under CGW. The control events for the eNB and the SGW are the same as with CP signalling. Only the MME gets no signalling when eNB contexts can be reused.

Benefits 

-
greatly reduce the signaling in RAN, MME, SGSN, SGW to resume uplink or downlink data transmission for a UE in idle mode by eliminating the need of service request. The benefits materialize when the UE repeats UL data transmission in the same Cell within the Token validity time;

-
supports IP-based small data transmission (i.e. UE still allocated an IP address); 

-
small data packets do not cross Control Plane entities (i.e. MME, SGSN); 

-
small data volume upper limit only constrained by radio design;

-
suitable for frequent and infrequent small data transmission, including bursty transmissions;

-
a long term optimization that can be used for efficient support of small data transmission;

-
The UE decides when to use the connectionless or connection oriented mode of operation;

-
No impact on architecture security functional allocation.

Drawbacks

-
Impacts on SGW, MME/SGSN, UE, eNB/RNC;

- 
Potential latency in purging users from the system;

-
Storage of UE context in the RAN in idle state;

-
Extra processing and intelligence in the SGW to maintain timers for active connectionless PDN connections and to update UE contexts with RAN address upon inter-eNB/RNC mobility;

5.1.1.3.6.4
Solution evaluation

5.1.1.3.6.4
Solution evaluation
Editor’s Note: Any combined evaluation for alternatives A and B needed or useful?
5.1.1.3.7
Solution: Service Request signalling reduction by RRC message combining 

5.1.1.3.7.2
Impacts on existing nodes and functionality

Impacts to UE:

-
Support of early Service Request procedure with a new RRCConnectionRequest  message

-
Support of RRC combining SMC RRC details into RRCConnectionSetup and RRCConnectionSetupComplete

-
Support of fallback to the legacy RRC connection setup procedure
Impacts to eNodeB:

-
Support of new RRC messages

-
Support of NAS triggered RRC connection setup procedure

-
Support of fallback to the leagcy RRC connection setup procedure
Impacts to MME/S-GW/P-GW

-
Depending on solution, there may be impact in MME to aid in partial encryption of RRCConnectionSetup.

Impacts to SGSN:
- 
Changes the sequence of Iu message handling; so far RAB Assignments happens after an successful SMC confirms authenticity of the UE to avoid breaking an existing RAB of the authentic UEs
Similar impacts can be found to MS, RNC, SGSN and GGSN in case of UMTS.

5.1.1.3.7.3
Solution evaluation

The LTE solution promises to save 4 RRC messages per idle to connected transition. It depends however on RRC being able to add all the described information elements to RRC connection setup/complete messages, which might be doubted. When this is not possible the RRC SMC might be combined with RRC reconfiguration signalling, i.e. keeping two more RRC messages. So the overall procedure may be expected to save 2 RRC messages per idle to connected transition. The S1 and CN seem not impacted. The RRC may be kept for any time or data volume as the only modification is how AS SMC is done.

For the 3G Service Request the Iu procedure handling and sequence is modified, but not optimised. Only the two RRC SMC messages are avoided per idle to connected transition.

It is suited for any frequency and any data volume (small and large). When the described RRC combinations cannot be accomplished the gain reduces probably from avoiding 4 to avoiding 2 RRC messages per idle to active transition.  
5.1.1.3.8
Solution: Optimized Service Request procedure for UEs with a single bearer

5.1.1.3.8.3
Solution evaluation
This solution is obviously a spin-off from “5.1.1.3.4 Solution: Stateless Gateway for cost efficient transmission of infrequent or frequent small data”. Also here the only difference to the current state of the art is that there is no S11 signalling during service request, which is changed to piggybacking the required information onto S1-U GTP-U PDUs.

Here the proposed piggy-backing even increases control processing in eNBs and GWs compared to existing procedure as it is explicitly stated that the extension header is attached to multiple uplink packets, until a response is received.

The considerations about comparing control plane events are given under evaluations of 5.1.1.3.4.  Comparing the control events that need to be processed by the eNBs and GWs in total there is an increase compared to using S11 CP signalling. Only for the MME it becomes less due to moving a part of the signalling to eNB. 

Usage is possible for all data transmission as described under benefits. However comparing processing events instead of CP message events there are no processing gains,
5.1.1.3.8.3.1
Benefits 

-
An incremental optimization that can be used for all data transmissions that the MME determines meet the criteria described in 5.1.1.3.8.1.2.

-
No UE impact.

-
Reduces MME/SGW signaling on Service Request, S1 HO w/o SGW change and X2 HO w/o SGW change.

-
Reduces interval that SGW can send DL data to the eNB if the extra delay from processing the first downlink packet(s) is significantly faster than the CP signalling. It is a benefit for applications with very short reaction time.
5.1.1.3.8.3.2
Drawbacks

-
Limited to UEs with a single PDN connection and single bearer and conditions described in 5.1.1.3.8.1.2 are met, unless SA2 would like to extend the capability to multiple bearers/PDN connections as described in the notes in 5.1.1.3.8.1.2. 

-
Dummy packets are sent in error cases when a response is not received and in DL case when eNB needs to send GTP-U header information to SGW before the UE sends UL data.
- 
Number of control events to be processed by nodes is same or even higher than with separate control plane signaling

-
Tighter interaction between control and user plane instances in eNB and SGW than for the current situation of separate control plane signaling

5.1.1.3.9
Solution: Lean Service Request Procedure 

5.1.1.3.9.3
Solution evaluation

For RAN signalling the solution can provide gains similar to connection-less models as the radio control signalling reduces mainly to accessing and granting resources, but it avoids signalling and processing for generating new security parameters. Compared to a connection-less solution approach with security entities in SGW it maintains the connection-oriented E-UTRAN model and requires therefore less changes or additions for the system.

The solution is somehow comparable to “5.1.1.3.7 Solution: Service Request signalling reduction by RRC message combining” Assuming that the other solution cannot accomplish to extend the RRC connection setup/complete messages and would need to do the SMC piggybacked on RRC reconfiguration the reduction of RRC messages becomes the same. The additional optimisation here is that NAS and AS need not to calculate new keys, but may reuse keys from earlier connections. Thereby processing is reduced in UE, eNB and MME compared to 5.1.1.3.7.

Similarly it is suited for any frequency and any data volume (small and large). The gain is avoiding 2 RRC messages and the NAS/AS processing for generating new keys.  
5.1.1.4
Overall Evaluation 

Editor's Note:
Use this section for evaluation of key issues.
5.1.1.4.1 Usage scenarios with only infrequent small data transfers
For scenarios with only (very) infrequent small data there seems mainly the NAS based small data with access via Tsp suited, especially when no IP layer/bearer is needed. It avoids the need for any user plane contexts to be maintained or recovered, minimizes thereby the amount of contexts kept in the system giving a good resource usage and improves long term stability/availability. The application can get all needed data transfer services via a single access interface. Considering the potential large size of populations of sensor of meter devices with only small data to transfer infrequently, it can be a viable option even with the effort that such a new service causes.

The two connection-less solutions add extra resources and contexts that are vital for the solution and need to be maintained in UE and network entities and thereby also cause extra efforts for any potential recovery. So the long term stability/availability is lower than without this optimization.  With UP security in SGW the savings for RRC describe only the voidance of the AS SMC procedure. The S1-U handling is not yet ready and may require consideration by SA3.

The solution with keeping UE/security security contexts in RAN nodes is not suited as those extra contexts would need to be kept for long in eNB and add therefore resource handling and maintenance efforts for UEs with already low activity. Further the optimization applies only to UE with data transfer in the same already used cells. The solution seems also not complete when considering the descriptions of the various timers and timer names. 

S1-U/S11 related optimizations reduce control plane messages, but increase control plane events for any traffic sceanrio.

For infrequent small data with IP layer/bearer the NAS based IP packet bypass may be considered, perhaps dependent on RAN findings and further clarifications on how small data/routing decision works and the bypass and RAB usage interact. For this scenario also just the plain reduction of RRC messages by avoiding the AS SMC may be considered, although this is the solution with the smallest gain. However it accomplishes it for any traffic scenario. 
5.1.1.4.2 Usage scenarios with frequent, but only small data 
Here long connected RRC may be considered a suitable solution. The fast path solution may provide an optimization for UEs that move, but only when not moving during a data transfer phase. Fast path requires quite some overall effort, bringing optimizations only for a limited number of scenarios, i.e. for moving UEs with frequent usage of small data. But, UEs should move not too frequent that cell changes occur during data transfer phase. The approach with keeping security context in RAN without S1 connections provides only limited gains compared to “long connected RRC” as with keeping S1 connection for long the S1 signaling is very low. And when the UE moves to always new cells this solution behaves like the normal existing mechanism or even adds overhead.

Also the separate S1-U/S11 optimizations don’t provide only low extra gains compared to keeping long connected mode, unless considering control events where it can be concluded that no gains are provided.
5.1.1.4.3 Usage scenarios with frequent small and large volume data

For this scenario mainly the frequency of idle-active transition is the target for optimizations. It may be encountered by using long connected RRC/S1. Fast path might handle the small data parts/phases of it, but is not easily handling the changes between the two modes. Also might long RRC/S1 connections be used in addition to fast path and thereby reduce any gains obtained by fast path. Keeping security context in RAN doesn’t describe any transition between two modes, but has the same issues with it. Further it provides no gains when mobility to always new cells happens between transfer phases. 

“Push Proxy/Device Agent Function” is a solution that provides gains when application level heartbeat/keep-alive signalling causes a lot of traffic and application level interworking is acceptable and possible.
5.1.2
Key Issue - Frequent Small Data Transmission optimizations 

5.1.2.3
Solutions

5.1.2.3.1
Solution: Core Network assisted eNB parameters tuning for small data transfer 

5.1.2.3.1.3
Solution evaluation

Editor’s Note: RAN WGs would need to provide feedback in relationship also to the existing RAN capabilities.

The CN assistance-based solution provides additional intelligence to the RAN in the selection of the timers related to activity and idle mode, thus providing ways to reduce the number of signalling transaction related to UE activity patterns. This could be for instance from additional information derived e.g. from subscription information, information configured in the core.

The additional benefit is that it not only covers the need to optimize parameters tuning for small data transmission related issues, but also it can be used to optimize energy consumption and handover related signalling with the intelligence the core can provide by inspecting the UE mobility patterns.

The advantage of this solution compared to UE-based solutions is that the UE is not impacted and therefore this can be used also for legacy UE’s. Also, since there is no need of specialized configuration information, it is not too impacting operations of the network.

The solution is suited for frequent transfers of small or large volume data as basically the transitions between active and idle are avoided. For (very) infrequent transfers or when there is mobility causing to move the connection it may not be wanted to keep the UE RRC connected unnenessarily.

5.1.2.3.2
Solution: Push Proxy/Device Agent Function for reducing heartbeat/keep-alive of applications 
5.1.2.3.2.3
Solution evaluation

The solution is, as the title already states, suited for scenarios that would generate frequent heartbeat/keep-alive data transfers needed for maintaining the data path for any kind/patterns of user data transfers.

�No benefit compared to state-of-the-art


�No benefit compared to state-of-the-art, also not true as it passes CGW control plane


�Solutions shows not any RAN impact; what is the relevance of this statement? Is the RAN design changed for this CGW ??


�What does this mean?
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