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Abstract of the contribution:

This paper proposes a proactive solution for RAN user plane congestion mitigation.
1. Introduction

This P-CR proposes to capture in TR 23.705 a new proactive solution for RAN user plane congestion mitigation.
2. Problem statement
Air interface is often where the congestion is first felt. The eNodeB’s closeness to the air interface allows it to mitigate measures that take into account the fast and frequent changes of the radio conditions in the RAN. Congestion situations are often short. State of the art schedulers are able to handle short bursts of congestion without impacting the users’ QoE. However, if the scheduler is application class aware, the scheduler may make application specific adjustments that further reduce the probability of impacting the users’ QoE, allowing the RAN to run under higher loads before congestion occurs, and to run for longer congestion periods before having to reduce the QoE of any user. This is especially true for video applications.
For video applications, there are several things that impact the user’s experience, for instance:

· The time from when the user presses the “Play” button to the video starts playing (buffering time)

· Periods where the video playback stops due to empty playback buffer in the UE (freezes)
· Sudden and very noticeable changes (in particular drops) in resolution

Applying a fixed priority to packets that carry video is not sufficient to schedule those packets efficiently. If the priority is set too low, the user will experience very poor video quality, if set too high the experience of other users may suffer unnecessarily. Another problem with setting the priority too high is that packets carrying video content may never be used. Statistics show that the average short form clip is 5 minutes long, whereas the average viewing time is 1 minute. An efficient scheduler will allocate resources for delivery of video packets when the conditions are most favorable, minimizing the negative impact on the user experience (e.g., not holding back a packet to the point where the video client playback buffer goes empty) and ensuring that the expected quality of service of all users are met. For this to happen, timing is crucial, and this is something that cannot be controlled from the CN. The necessity of delivering video packets to the UE just in time is even more important for adaptive video. Typically, the client application will request video segments that are more compressed when its playback buffer is running low. If the scheduler allows the buffer to fill, the client will request larger segments thereby creating more traffic. An efficient scheduler in conjunction with application class awareness is able to estimate the buffer occupancy of the client application and deliver packets in manner that maintains the user’s QoE while optimizing the available resources. The application class indication may also indicate subscriber class, so that the scheduler may be capable of allocating additional resources for a particular subscriber class and hence allow for a higher bit rate in, e.g., the case of adaptive streaming video. The exact algorithms for such scheduling are outside the scope of the standards.

All traffic flows that are mapped to the same QCI share that QCI’s Packet Delay Budget. However, the delay requirements of the different flows may vary significantly. For instance, a video stream has more stringent delay requirements than email sync. If the application class is known to the eNB, the eNB can schedule packets according to each application’s delay requirements. This gives the eNodeB scheduler more flexibility, allowing it to optimize resource allocations while, at the same time, providing the users with a better experience.
In order for an eNodeB to apply efficient application aware scheduling it needs to be application aware. As mentioned above a priority indication received from the Core Network alone is not sufficient to allow for efficient scheduling. We suggest that the Core Network signal an application class indication, which is different from a priority indication, to the RAN. The application class indication allows the RAN to optimize resources while maintaining acceptable QoE thereby reducing the risk of congestion. It also allows the RAN to exercise “damage control” in situations of congestion. A priority indication, on the other hand, allows the operator to prioritize flows according to subscriber class and application type so that flows with high priority are least likely to be affected by congestion. 

Note that the application awareness and the location of the mitigation measures are already addressed by Key Issue #1. This contribution proposes a solution that falls under this key issue.
3. Proposal
The same arguments put forward in S2-13xxxx (Telecom Italia FPI proposal) for seeking a solution beyond the 3GPP QoS architecture applies to this proposal. 
In 3GPP Rel-11, a Service Class Indication feature was introduced for A/Gb mode GERAN as part of the SIRIG work item. The Service Class Indicator (SCI) enables the GGSN/P-GW to provide the A/Gb mode GERAN access with an indication in the downlink user plane packet to assist the A/Gb mode GERAN access in providing specific RRM treatment in order to improve radio resource control and the overall performance of the GERAN (see section 5.3.5.3 of TS 23.060 for the details).

We propose to extend the SCI feature to apply to the other 3GPP RATs. The PGW can mark the user plane packets and identify the application class (e.g., video, adaptive video) of the packet. This will enable the RAN to become aware of the application class and to schedule the packets more efficiently. 
Note that the application class indication is different from a priority indication. The first allows the RAN to optimize resources in real time while maintaining acceptable QoE thereby reducing the effects of congestion. It also allows the RAN to exercise “damage control” in situations of congestion. The latter allows the operator to prioritize flows according to subscriber class and application type so that flows with high priority are unlikely to be affected by congestion. Note that priority indications are not part of this proposal. 
The following new text is proposed to be added in TR 23.705.

Start of the first change
6.X
Solution X: Introduction of an Application Class Indication for IP flows
6.X.1
General description, assumptions, and principles

This solution addresses the key issue on “RAN User Plane congestion mitigation”.

Based on operator’s policies and on the information collected after some form of packet inspection (e.g. shallow packet inspection, L7 DPI, heuristic analysis or others) the GGSN /PGW marks each user plane data packet delivered in the downlink direction with a Application Class Indication (ACI) identifying the application class or a specific application, which enables the RAN to manage and allocate resources more efficiently.

 Editor’s note: If and how the approach can be exploited also in the uplink direction is FFS.

NOTE 1: 
The ACI could be defined as a new GTP-U extension header, completely independent from the SCI, or as an enhancement of the GTP-U extension header specified in Rel-11 to convey the SCI. If it is specified as an enhancement to the GTP-U extension header that conveys the SCI, it may either be signalled in the same octets as the SCI or in separate octets. The details are up to stage 3.
The ACI is complementary to the QCI, and no conflicts are foreseen between the ACI and the QCI. The ACI does not override any of the QoS characteristics (such as priority, packet delay budget, etc.). However, the RAN may use the ACI to differentiate flows that share the same QCI. 

The handling of the SCI by the intermediate nodes (S-GW, SGSN, and SGW) is analogous to the handling of the SCI specified in Release 11. The PGW/GGSN determines the value of the ACI through configuration. 

Unlike the SCI specified for Release 11:

· The ACI applies to the GERAN as well as the E-UTRAN or UTRAN based RAN. The RAN shall ignore the ACI only if it has not been configured for the ACI.

· The charging impacts are FFS. Given that the ACI may result in better quality of experience charging aspects may be considered.

· Standardized values of the ACI are FFS.

6.X.2 High-level operation and procedures
Overall the solution would work as described below:

After packet classification the GGSN/PGW derives the ACI to be provided in the GTU-U header of downlink user plane data packets based on configuration or based on the policies received from the PCRF.

Editor’s note: Whether the PCC rules and/or the ADC rules should be extended to achieve PCRF controlled marking of the FPI is FFS.

When receiving the ACI in a GTP-U packet, the SGSN, or the Serving Gateway (SGW), copies it, without modifying its value, into a correspondent information element over Gb, Iu or S1. In order to support both standardized and operator specific ACI values, the ACI should be forwarded over Gb, Iu or S1 together with the HPLMN ID and additional information, added by the SGSN or SGW, which indicates whether the ACI is assigned by a GGSN/PGW in the Home PLMN or a Visited PLMN.

The RAN uses the ACI included in each downstream user plane packet and, when applicable, the QoS parameters associated to the bearer, such as the QCI, to schedule the packets delivered over the air interface.
6.X.3 Impact on existing entities and interfaces

GGSN and PGW

· Marking of the ACI in the GTP-U header of downlink user plane data packets based on the policies received from the PCRF and the information collected after some form of packet inspection.

· If it is decided that the ACI is relevant for charging, inclusion of the ACI in CDRs and transfer the ACI over online/offline charging interfaces.

SGSN and SGW

· When receiving the ACI  in a GTP-U packet, the SGSN, or SGW, copies it, without modifying its value, into a correspondent information element over Gb, Iu or S1.

· Together with the ACI, the SGSN, or SGW, provides to the RAN the HPLMN ID and additional information, which indicates whether the ACI  is assigned by a GGSN/PGW in e.g. the Home PLMN or Visited PLMN.

PCRF

· Provision policies to control ACI marking. The marking may take subscriber class into account, e.g., a “gold adaptive video” versus “bronze adaptive video”.

OCS and OFCS

· Support for charging based on the ACI is FFS.

BSC, RNC and eNodeB

· Usage of the ACI, in conjunction with the QCI, to prioritize the packets delivered over the air interface.

Editor’s note: The impacts on existing entities and interfaces with PMIP-based S5/S8 are FFS.

Editor’s note: The impacts on existing entities and interfaces to support scenarios where the packet classification required to properly set the ACI value is performed by a standalone TDF are FFS.
6.X.4
Solution evaluation
Considering that the necessary congestion mitigation measures are triggered locally in the RAN, with no need to exchange signalling with entities in the mobile packet core (e.g. PCRF) depending on the congestion status in RAN, this solution is effective for preventing and for handling both short lived and long lived congestion situations.

This solution builds on the SCI feature specified in Release 11, which may facilitate its implementation. 

Editor’s note: Any further considerations relevant for the solution evaluation will be captured in this section when the solution description will be finalised and the related open issues will be resolved.
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