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Abstract of the contribution:

Discovery capabilities in the 3GPP system, IETF standards and as part of industry consortia are reviewed in order to develop a common set of expectations for discovery. 
1 Introduction
The field of Discovery by Internet Protocol capable devices is discussed, to survey the semantics of discovery and the protocol interactions that are used to support the goals of each protocol. Examples of existing and emerging standards for discovery show how the model in the discussion section are used in practice. 

This paper does not suggest that existing discovery mechanisms apply to ProSe: This is for background information.
2 Discovery Protocol Semantics and Interactions
There are many kinds of interactions that are deemed ‘discovery.’ In each case, a discovering entity seeks a discovered entity to obtain a service access point. The goal is that the discoverer can communicate with the discovered entity. The discovery information must suffice to initiate communicate and properly differentiate service access points. 

Figure 1 depicts a model of common service discovery access points, “what is discovered.”
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Figure 1: Discovery of Service Access Points
Discovery protocols support a limited range of protocol interactions between the Discoverer and Discovered, possibly involving a Mediator, of which there are two basic types:

· a Directory that stores information on entities that can be Discovered and answers queries by the Discoverer.

· a Proxy that enables a request by the Discoverer to leave a limited communication context, almost always a single L2 link.

The service access points listed above will be used to describe existing discovery protocols and services. They correspond to 

(a) Application ID (possibly including configuration).

(b) Session ID (possibly including configuration, often the persistent service identifier). 

(c) transport protocol and port, 

(d) IP address.

(e) L2 address (depends on the L2).

(f) IP address of the discovery service.

Additional semantics exists in Discovery Information beyond service access points. Many protocols include caching information (e.g. time to live) and some allow authentication of the information retrieved (e.g. a digital signature.) These aspects are not considered further in this document.

In existing discovery protocols, there are a limited number of interactions between the discoverer, discovered and (where applicable) some mediating discovery service. These are shown in Figure 2. 

A directory is an entity that maintains discovery state on behalf of entities that are discoverable (whose service access points can be a discovered). The discoverer queries the directory to obtain the information.

A proxy is an entity that is responsible for forwarding queries and replies properly so that a discoverer can perform discovery beyond a local network (e.g. beyond a single link, within an enterprise network, within the internet...)

Figure 2 shows a model of interactions between the discovery and discovered, “how discovery occurs.”
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Figure 2: Discovery Interactions
The interactions include 

(1) multicast query (to discoverable entities) / unicast reply. 

(2) multicast query (to discoverable entities) / multicast reply. 

(3) unicast registration to directory / unicast query (to directory) / unicast reply. 

(4) as (1) with a proxy that forwards both multicast queries and unicast reply messages. 

(5) as (1) with a proxy that receives a multicast query and forwards a unicast query and replies.

(6) as (2) that forwards multicast queries and replies (or forwards a unicast request if possible, to a known destination). 

(7) multicast queries are forwarded by proxies, unicast reply is returned directly to the discoverer.

(8) is the same as (3), except that a proxy forwards the request to the appropriate directory. 

(9) the discovered entity announces (using multicast or broadcast) its service access point periodically. 

(10) forwards announcements, for example, from one link to another.
3 Discovery Protocols
Examples of existing discovery protocols are described below. The goal is to clarify the existing roles of discovery in networks (and the 3GPP telecommunication system) and also to identify associated design choices made by these protocols. Further, some of these protocols may be of interest during subsequent discussion of capabilities needed by ProSe-enabled UEs.
3.1 ARP (Neighbor Discovery is similar)
These protocols were designed to allow a shared access medium and reduce the need for configuration (of L2 and L3 information) beyond individual entities on the network. The discoverer can either resolve one address to obtain another – either querying a L3 address to obtain the corresponding L2 address (e) or querying a L2 address to obtain the corresponding L3 address (d). It is possible also to probe a L3 address for collision detection. For efficiency, responses that are observed are cached. A host may send an announcement (or to defend an address in the case of a detected collision, per IPv4 address autoconfiguration [RFC 3927].) Routers may proxy ARP messages to determine how to forward IP packets on the final link. Interactions (2) and (9) are used.
3.2 Domain Name Service (DNS)
DNS simplifies network deployment  by reducing the amount of information that must be configured in the network. Application layer entities and users can use names and the DNS can decentralize configuration administration and configuration to where the authorized information is administered. DNS requires a DNS server. Multicast DNS allows resolution of names by hosts themselves on a single link. To obtain DNS service off the local link, the address of the DNS server must be configured or discovered.

DNS allows the look up of a structured name. The reply includes one or more resource records (RR) – often an A  or AAAA RR (IP address record) – corresponding to (d) in Figure 1. Other important examples of RRs include a SRV RR (including transport information and a further name for resolution, corresponding to (c)) a PTR RR (a name is returned, which can be used for service identification as described in 3.4 below, corresponding to (b)) and a TXT RR (may include arbitrary text, which can, as per 3.4 below, correspond to application specific information (a).) 

Typical interactions with DNS use (8) above, where the proxy is a DNS server that provides recursive look ups until the correct reply is obtained (if that is possible.) The information concerning the Discovered entity can be dynamically registered (using Dynamic Update of the DNS) or directly administered.

Multicast DNS includes additional interactions, such as a multicast reply to allow for caching of responses (2) and claim and defend interactions to allow hosts to name themselves uniquely. In addition, a proxy may supply responses for services that are off the local link by means of interaction (5) or (8).
3.3 DNS based Service Discovery
This approach is built on top of DNS, though it may use multicast DNS as a transport on a local link. The model of a service includes the resources records described in 4.2, allowing discovery of the IP address (d), transport information (c), persistent service identifier (b) and application layer parameters (a). Interactions as described in 4.2 include (8). Also interactions (2) and (6) are used if multicast DNS is employed.
3.4 DHCP
DHCP provides configuration parameters including services available in the network (d). One such service that DHCP can configure in location of the DNS server. DHCP usually uses interaction model (8), though additional queries may be sent per interaction (3) (using a specialized DHCP relay in routers.) Once the DHCP server has been discovered. 

Stateless DHCPv6 [RFC3736] allows a dedicated DHCP server to provide configuration information with a subset of the stateful protocol [RFC3315]. DHCPv6 also allows discovery of all DHCP relays and  servers, as well as multicasting of queries, and proxying of these – interaction (5) and (6). Any entity may potentially serve as a Stateless DHCPv6 server (e.g. a DNS server itself could respond to requests for DNS servers.)
3.5 3GPP Selection
In 3GPP, selection refers to the procedure either a UE or a CN entity uses to determine of the location of an entity. Subsequent to selection, the entity establishes communication according to a well-defined interface. 

The UE may employ rules to construct a DNS name and resolve it to obtain the IP address of the entity (d). Alternatively, 3GPP signalling can include the IP address of the selected entity (e.g. PDN GW selection for S2c, the PDN GW address can be obtained via a PCO, in IKEv2 signalling, DHCP or AAA signalling [23.402] clause 4.5.2. These interactions essentially require DNS by the UE (8).
3.6 Other examples
Universal Plug and Play (UPnP)
UPnP includes one component for IP address autoconfiguration (as in 4.1 above.) A second goal is to allow service discovery. Service discovery information includes the location URL for a service description of the device – either directly or subsequent to downloading the service description, information obtained is the IP address (d) and optionally the transport information (c), session information (b) and application parameters (a). Devices offering services announce their availability, becoming unavailable or change in status by means of multicast (8). Search requests are multicast, while results are always unicast (1). 

There is no specific proxy defined for this protocol but these have been built on top of the protocols – allowing interactions (4) and (10).
Service Location Protocol (SLPv2)
This protocol allows both centralized and decentralized service discovery. The discovery information includes the domain name or IP address (d), transport information (c) and attributes that encode service identity (b) and application parameters (a). Requests are sent using multicast and replies unicast (1). The discoverer attempts to discover a directory first and use this instead (3). The directory announces itself periodically (9) to avoid the need for the discoverers to repeatedly attempt to discovery them. Multicast routing provide a means to discover services off the local link (no proxy entities are needed).
SMB (NetBIOS and beyond)
Early Microsoft networking used NetBIOS for service discovery on a single shared local area network – names and queries are broadcast and replies unicast (1) and periodic announcements are made, e.g. to claim names (9). Information includes name to address resolution (d) as well as some session and application layer information (a, b) to support remote print queues, etc.

SMB supported over TCP allowed look up and registration of the same information in a directory, interaction (3), leaving aside the details of groups and domain management.
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