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Abstract of the contribution:  Under RAN congestion the network shall ensure network resources are allocated fairly  so that  the majority of users are not heavily impacted by the consumption habits of the consistently heaviest users.
1. Discussion
SA1 states that “according to operator policy, the network shall be able to select specific users (e.g. heavy users, roaming users, etc.) and adjust the QoS of existing connections/flows and apply relevant policies to new connections/flows depending on the RAN user plane congestion status and the subscriber's profile.” Congestion-Aware Fairness involves optimization of network capacity usage to mitigate the impact of congestion on users during peak periods. 
The congestion-aware fairness solution benefits t  both users and operators. For even the heaviest users, these methods help make unrestricted access to bandwidth under normal network conditions more practical and affordable, while ensuring that the majority of users are not heavily impacted by the consumption habits of the consistently heaviest users. Service providers need these types of network optimization tools to ensure that access to network resources - especially during congestion peaks - is managed fairly for all users.

2. Proposal

Include the text below in the TR
4
Assumptions and Architectural Requirements

4.1
Assumptions

Editor’s Note: This clause will define the underlying assumptions of the work.

4.1.x  RAN Congestion Aware Fairness
The assumption is that there are three general functions  available   in the network in order to support this  scenario:

1. Measurement of congestion levels in the network;

2. Measurement of subscriber usage; and

3. Policy-based decision and enforcement during periods of congestion based upon data gathered via the first two functions.

The scenario considers network optimization using two levels of complexity. In the first level, subscriber’s longer term network usage is measured independent of congestion levels in the network. In the second level, network congestion levels are applied to the measurement of per subscriber usage to correlate that usage with the frequency and/or severity of network
4.2 
Architectural Requirements 

Editor’s Note: This clause will define the architectural requirements based on the normative stage-1 requirements defined in TS 22.101. 

4.2.x  RAN Congestion Aware Scheduling of Content
TS 22.101, section 27.3 -Prioritizing traffic, states:

c)
According to operator policy, the network shall be able to select specific users (e.g. heavy users, roaming users, etc.) and adjust the QoS of existing connections/flows and apply relevant policies to new connections/flows depending on the RAN user plane congestion status and the subscriber's profile.

6
Solutions
Editor’s Note: This clause is intended to document architecture solutions. Each solution should clearly describe which of the key issues it covers and how. 
6.X
Solution 1:  Key Issue 1 –  RAN Congestion  Aware Fairness
6.X.1
General description, assumptions, and principles

    Editor’s Note: This sub-clause should identify the key issues address by this solution. 

The RAN interfaces with the OAM/analytics NE to provide usage/performance data

Editor’s Note: The interface between the RAN and OAM/Analytics is out of scope. 

The OAM/Analytics is able to identify heavy users that exceed an SP definedthreshold over an SP defined interval
The PCRF interfaces with the OAM/analytics NE  in order to be able to receive/request the RAN congestion  status and   to /receive/request  the  list of heavy user/s
6.X.2
High-level operation and procedures

This scenario is depicted in the high level flow diagram below.


[image: image1.emf]RAN

OAM/

Analytic

s

PCRF

AF

SPR

UE

PDN 

GW/

PCEF

Utlization

Data

0.. 

RA

N

 Load 

S

tatus/List of 

H

eavy 

U

sers

1. 

UE Attach

2. Get Profile

1. IP CAN

Session Est

3. 

Q

o

S

 

R

esource 

A

ut

horization request

4. PCC Rules


0.  Determining which users are considered heavy users at any point in time is based in large part on usage information, which can be obtained via consolidation and thresholding of network. The information is  sent to the PCRF or, alternatively, the PCRF may inquire the OAM/Analytics NE.
1. The user attaches to the network and the IP CAN session is established per 23.203.
2. The PCRF takes into account the status of the user it receives from the OAM along with the subscriber’s QoS profile and the RAN gongestion status,   makes policy decisions and provisions policies at the PCEF   per 23.203. (Step is not shown.). 
3. The AF request QoS authorization to deliver content  to the user. The PCRF makes policy decision 
4. The PCRF makes policy decision that may include lower priority or QoS (QCI and/or BW) reflecting the heavy-user status of the UE and  RAN congestion level.
6. X.3
Impact on existing entities and interfaces
6. X.3.1 
PCRF

The PCRF must support a new interface with the OAM/analytics NE  in order to be able to receive/request the RAN congestion  status and   to /receive/request  the  list of heavy user/s

6. X.4
Solution evaluation
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