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Abstract of the contribution: Discusses the solutions for GTP-C Overload scenarios.
1. Introduction
Using entity (or node) load information to assist GW selection has been proposed and conclusions is that it is not needed (SA2#78, refer to S2-101054). Recently in the CNO study this issue has been raised again on whether this can be helpful. Due to this we have rechecked the scenarios and possible gains it can achieve. Per that checking we give an analysis on this issue. 
2. Discussion
Two scenarios have been listed on the TR23.843, 
1. Frequent Idle(Connected, and Connected(Idle transitions cause due to e.g. eNB idle timer. Depending on the value of eNB idle timers (which may result in large # of e.g. SERVICE REQUESTs from UEs in a busy hour), session overload may occur in either an SGW managing TA/TAs or a set of SGWs managing TAs. 
2. Large number of users performing TAU/RAU. In a typical network deployment, the number of MMEs and SGWs is considerably large(r) than the number of PGWs. In densely populated areas say North-Eastern USA e.g. metro NewYork, metro Boston, metro Philadelphia etc, mass transit systems transfer a large number of users on a daily basis. This results in large number of simultaneous TAUs/RAUs towards MMEs/SGSNs and corresponding Modify Bearer Requests towards SGWs. This may result in large number of MBRs towards a single or very few PGWs. 
Per above two scenarios, it is suggested that GTP-C need be enhanced. By that enhancement, the possible gain which can be achieved is: 1) GW Load Balancing; 2) GW overload/congestion control; 3) UE service control; 4) APN based maintenance (SA2#94, refer to S2-124245). 
It has not been clarified why GTP-C enhancement can help to achieve those gains. We try to give our understanding on the possible gain people consider that it can be got from the GTP-C enhancement and take that as assumption to check those gains.
2.1 GW load balance
Assumption on possible gain via the GTP-C enhancement, the different GW may have different load status, if the MME can get the load information of the GW, it can try to select the GW with the least load. Thus the load balance among different GW can be achieved. 
Case 1: Frequent state transitions: It can be assumed that this type of user (i.e. need frequent state transition) are equally distributed into network. Then the additional signalling added into network is equal to all SGW. It is not need to re-distribute the user in different SGW due to this issue. 
Case 2: Large TAU/RAU in one special region: this is a typical network deployment usecase. Normally this type of usecase can be predicted and scheduled before it happen. So the operator can collect the network statistics data and do adjustment before, e.g. adjust the weight factor in the DNS. In that way it can be assumed that load balancing between different GW can be achieved. 
Some question may be raised on whether on the scenario 2 via the GTP-C signalling it can easily achieve load balancing. However as we discussed before (refer to [1]), it has been concluded that it have some disadvantage on the GW selection via the load information feedback via the GTP-C signalling and conclude not need for that enhancement. 

C1: To achieve load balancing among different GW the existing weight factor based DNS mechanism should be used. 
2.2 GW Overload/Congestion Control
Assumption on possible gain via the GTP-C enhancement, the different GW may have different load status, if the MME can get the load information of the GW, it can throttle the signalling to the GW in the congestion case. 
For the PGW overload control we have defined the back-off timer. Per that back-off timer PGW can notify MME to throttle the signalling to the PGW. Also PGW can adjust the back-off timer to reflect its load status. In the worst case the PGW can directly deactivate the PDN connection. Thus no reason we see that a new mechanism for PGW overload/congestion control need be introduced. 
For the SGW overload control currently no back-off timer is defined as SGW is considered to be seldom overload. The signalling which may trigger the SGW overload can be differentiated into two cases. 

Case 1: Frequent state transition, as in this case mostly all SGW encounter the same situation, throttling signalling from MME does not help too much, i.e. overload/congestion control is useful when part of SGW is overload and infrequently. The more suitable way is that we consider the mechanism developed in the M2M work or add additional SGW into the network.
Case 2: A large number of TAU/RAU as mentioned above, for these type of TAU/RAU case it can be predicated or controlled by the operator. So we can assume that this burst of the TAU/RAU in one SGW can also be controlled by the operator. 

So the need for SGW overload control need be checked again. If operator insists on that it may be better to introduce an overload control mechanism in the SGW, then the simple way is to introduce the back-off timer mechanism similar as the PGW.

C2: The back-off timer mechanism can be used for the PGW overload/congestion control. For SGW, it should first check whether the signalling overload can be mitigated via the defined mechanism. In case SGW overload/congestion control is still preferred, similar back-off timer mechanism as PGW can be considered.
2.3 UE service control
Assumption on possible gain via the GTP-C enhancement, the different GW may have different load status, if the MME can get the load information of the GW, it can throttle the signalling of non eMPS/EMC service to the GW in the congestion case.  
As the eMPS/EMC service has been defined from the beginning that it should survive in the congestion case, the network should be able to identify those services. So our understanding is that even in the congestion/overload case the SGW should be able to identify the eMPS/EMC service, e.g. from the ARP. So if the MME can reduce the signalling to the SGW it may be better, but it is not necessary. 
C3: For the UE service control it is not need throttle the signalling per the load status. 
2.4 APN based maintenance
Assumption on possible gain via the GTP-C enhancement, the different GW may have different load status, if the GW can notify the MME of it load information, it may avoid the MME select that GW and possible to remove or add a GW. 
Normally adding or removing a GW is scheduled by OAM. As such the GW weight factor can also be adjusted. For example if the PGW is to be removed, it can adjust the weight factor as 0 and PGW trigger the PDN disconnection with reactivation. It does not need use the “load information” to force the MME do the GW reselection. Also as discussed in the section 2.1 the DNS mechanism is more suitable for the load balancing to dispatch the load of this PGW to other PGW.    

C4: For APN based maintenance it can be controlled by the operator via the weight factor adjustment in the DNS database. 
3. Proposal 
From the above analysis, the possible gain achieved by the GTP-C enhancement on conveying the load information is not clear. The existing or mechanism being defined can solve those issues. As such it is proposed that we need understand on which advantage we can get before we do the GTP-C enhancement. 
******************* 1st Change ***********************
6.x
Solutions targeting GTP-C overload prevention

In case GTP-C Overload due to flood of Mobility and Session Management messages, the following aspects can be considered, 

· For load balancing, weight factor based DNS mechanism should still be used for GW selection.
· For PGW overload/congestion control the existing back-off timer mechanism is sufficient. For SGW the necessity of overload/congestion control is not clear. In case SGW overload/congestion control is still preferred, similar back-off timer mechanism as defined in the PGW can be considered.
· The defined eMPS/EMC service should ensure that the related service can still be handled during congestion. It is not necessary to throttle the signalling per the load status.
· For APN based maintenance it can be controlled by the operator via the weight factor adjustment in the DNS database.
******************* 2nd Change ***********************

7.y 
Evaluation of Solutions targeting GTP-C overload prevention

The possible gain achieved by GTP-C enhancement for conveying the load information is not clear. And the existing mechanisms, e.g. DNS based selection and back-off timer, can solve those issues.
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