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Abstract of the contribution: A number of closed-loop congestion control mechanisms are already in use in the internet today and apply to traffic over cellular networks. TCP handles the overwhelming majority of internet traffic using closed-loop congestion control. Video traffic, which represents a high fraction of the total traffic volume, increasingly makes use of adaptive bitrate streaming which is based on closed loop control. We discuss the relationship of these mechanisms to the UPCON work, and suggest that unwanted interactions between multiple layers of closed-loop mechanisms working on top of each other need to be avoided.
Introduction

Closed-loop UPCON solutions
 introduce a new type of feedback loop into the 3GPP system which requires careful analysis. In particular, we need to make sure that such a new control loop layer would not cause any unwanted interactions with other congestion feedback loops in the whole system, including both the full internet path that can use TCP and adaptive bitrate video streaming; and the 3GPP part that can use intra-RAN load balancing features . For this analysis, we consider the congestion related closed-loop control solutions that are already deployed in the internet. We make an initial assessment about their relationship to closed-loop UPCON approaches. The most commonly used closed-loop congestion control protocol is TCP. The congestion control features of TCP are summarized in the Appendix to this contribution. In the next section we discuss the relationship and interactions between TCP and a possible UPCON new closed-loop control. This will be followed by a discussion on the impacts of using adaptive bitrate video streaming, which uses another form of closed loop control. 

TCP congestion control and closed-loop UPCON

As described above, TCP includes proactive and reactive closed-loop mechanisms in order to adapt to the available capacity. Adding a closed-loop UPCON solution between the RAN and the UPCON throttling node in the CN would result in a second closed-loop congestion control working in parallel to the TCP closed-loop control, as illustrated in Figure 2 below. We therefore need to be careful to avoid unwanted interactions between the two control loops. 
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Figure 2 UPCON congestion control below TCP congestion control

A possible undesirable outcome of the UPCON closed-loop congestion control could be that it performs too much throttling of user plane traffic which leads to an unnecessary under-utilization of the RAN resources. When this happens, users perceive a worse Quality of Experience compared to what the system could have provided if we had only the TCP congestion control without the UPCON closed-loop control. From the congestion mitigation point of view the solution would be working well, but both the operator and the users would be unhappy. 

This type of under-utilization of RAN resources is an unwanted effect of having two congestion control loops running in parallel. Without the UPCON closed-loop mechanism TCP would adapt itself to the available RAN resources and control the congestion. By introducing the UPCON closed-loop mechanism which shapes traffic to a lower throughput, we would effectively disable the automatic TCP adaption to the available RAN resources, and instead TCP would adapt to the artificial bottleneck set by the UPCON control loop, which would then need to take the role to adapt to the available RAN resources. 

There is a concern that a closed-loop UPCON congestion control may perform worse than TCP in adapting to the dynamically changing RAN capacity resulting in unnecessary resource under-utilisation due to the following reasons.

· Time-scale aspect: TCP can react on the time-scale of the round-trip time (RTT) which can be as low as a few tens of milliseconds or even lower. In contrast, UPCON addresses medium and long term congestion only, which by definition is a few seconds or longer. Additionally, while TCP can immediately adapt to the new resource situation in case of mobility, it is not clear how quickly the individual per user mobility events can be taken into account with a UPCON feedback. Therefore it is not clear whether a UPCON based adaptation can assist in adapting to the dynamically changing available resources as quickly as TCP. A UPCON control loop that is not quick enough is prone to unnecessary resource under-utilization, since the throttling may take longer than necessary.

· Dependence on other traffic flows: throttling a given traffic flow would avoid unnecessary resource under-utilization only if there is another flow that can take over the capacity which is freed up as a result of throttling. However, that type of information is not readily available, and it is not yet clear how a UPCON closed-loop solution can determine whether or not another flow can utilize the free capacity. 
· Granularity aspect: TCP provides rich feedback as the congestion status is provided separately and independently for every TCP connection. In contrast, UPCON congestion feedback may be provided at a cell granularity, which is at a much lower granularity level and contains less information. Alternatively, UPCON congestion feedback may be provided at user or bearer granularity level, which could approximate (but still not reach) the granularity that TCP provides by default, however the complexity of such a UPCON solution appears much higher. 
Note that TCP can achieve its adaptation to the available capacity while keeping a low packet loss rate. The average TCP packet loss in cellular environment is typically very low
. Hence there is no significant risk that a packet would be unnecessarily using transport resources from the CN to the RAN due to RAN congestion resulting in packet drops, since this type of packet drop rate is rather low – so there is no need for a specific UPCON mechanism to “save” the RAN from packet drops. (Also, the packet drop rate could further be reduced by the use of ECN.) In contrast, there seems to be a higher risk with a UPCON closed-loop solution that in certain circumstances it may lead to unwanted system capacity under-utilization. 

It is therefore suggested that any proposed UPCON closed-loop solution is thoroughly analyzed from the TCP interaction point of view to see whether or not the use of the two parallel congestion control feedback loops leads to unwanted resource under-utilization. 
Adaptive video and closed-loop UPCON
Video delivery today makes an increasing use of adaptive bitrate streaming technologies. Adaptive video streaming utilizes a source video that is encoded at multiple bitrate levels. The receiver measures the available resources and requests a specific encoding for the next video segment that is best suited for the currently available network (and also CPU) resources. Typically, adaptive bitrate video delivery is performed over HTTP, which runs over TCP, as illustrated in Figure 3 below. Adaptive video delivery is therefore based on a closed-loop feedback mechanism between the video sender and receiver, which is a second layer of closed-loop adaptation besides TCP.
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Figure 3 TCP based adaptive bitrate streaming
3GPP has recently specified 3GPP Dynamic Adaptive Streaming over HTTP, or 3GP-DASH in TS 26.247, for adaptive video delivery over cellular networks which can be used as an open standard for operator or third party provided adaptive video services. 3GP-DASH has been ported to MPEG as MPEG-DASH, making the technology more widely available.  Besides 3GP-DASH, there are numerous other adaptive video streaming solutions that are in use today.

· Apple has specified HTTP Live Streaming (HLS) [1], which incorporates bitrate adaptation, and used by iPhones today. Apple requires all video which exceeds either 10 minutes duration or 5 MB of data in a five minute period to use HLS [2]. Hence video applications running on the iPhone, including the YouTube, already utilize adaptive bitrate video streaming technology at least for longer videos. 

· A mainstream video portal, Netflix, is also available on multiple mobile phone platforms and already uses proprietary adaptive bitrate technology with a possible evolution towards HTML5 based adaptive streaming [3].  

· A number of adaptive bitrate video streaming solutions exist for laptop computers which may also run over cellular networks. They include Adobe Dynamic Streaming for Flash, which is already supported by the latest Flash player; and Microsoft Smooth Streaming, which is supported by Microsoft Silverlight, and is also adapted for phone operating systems.

The increasing adoption of adaptive bitrate video technologies is very welcome as the user’s quality of experience is improved while throughput changes dynamically. The technology allows viewers to continue the video playback even during periods of high load, and also to make use of additional bandwidth when it is available. 

As the video bitrate is being adapted by the end-to-end video adaptation control loop, there is no need for the operator to interfere with the video encoding itself during periods of congestion – it is sufficient for the operator to perform network resource sharing based on its resource sharing policies. Once the available resources are determined for a video stream, the encoding will adapt automatically. 
A UPCON solution has been suggested where an intermediate UPCON node would perform video transcoding based on congestion feedback from the RAN. This would introduce a third control loop in addition to the video adaptation and the TCP closed-loop controls, as illustrated Figure 4 below. Such a new control loop may introduce unwanted interactions, especially with the end-to-end video adaptation. It is expected that such an intermediate transcoding based on congestion feedback would be rather complex to implement, and it does not bring any significant added value as the end-to-end video adaptation already provides a solution for video adaptation. Even though some of the video traffic is not yet adaptive today, given the market trend towards adaptive video delivery there is a chance that content providers will switch to adaptive delivery technologies by the time a UPCON congestion feedback based transcoding proxy is specified, implemented and deployed. There are also existing solutions today which implement video adaptation in a middlebox for the non-adaptive video streams based on the measured TCP throughput which adapts to the available capacity rather than based on an explicit RAN congestion feedback. As an additional aspect, content encryption may be used by some video delivery sites which could prevent the use of any transcoding middlebox.  
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Figure 4 UPCON closed-loop control working in parallel to end-to-end video adaptation
It is therefore suggested that the 3GPP community utilizes and actively promotes the already available end-to-end adaptive bitrate video streaming technologies, specifically 3GP-DASH defined by 3GPP and also adopted by MPEG. For UPCON, we shall encourage the use of 3GP-DASH (or alternative adaptive bitrate streaming) and benefit from the current market trend towards adaptive video delivery rather than define a rather complex congestion based transcoding scheme which is not compatible with 3GP-DASH and the current market trends. 
Proposal
It is proposed to add key issues to TR 23.705 to capture the issues and conclusions discussed above.
-----------------------------------------START FIRST CHANGE-------------------------------------------------

5.X
Key Issue #X: Closed-loop UPCON solution issues to address

5.X.1
General description 
Interworking with existing closed-loop congestion control mechanisms. Closed-loop solutions for congestion and traffic control are already deployed today. Hence we need to make sure that a potential new UPCON control loop layer would not cause any unwanted interactions with other congestion feedback loops in the whole system, including both the full internet path that can use TCP and adaptive bitrate video streaming; and the 3GPP part that can use intra-RAN load balancing features .

TCP implements a closed-loop congestion control that enables adaptation to the available RAN. By adding a UPCON closed-loop mechanism to work in parallel to TCP congestion control (see figure below), we would effectively disable the automatic TCP adaption to the available RAN resources, and instead TCP would adapt to the artificial bottleneck set by the UPCON control loop, which would then need to take the role to adapt to the available RAN resources. There is a concern that a closed-loop UPCON congestion control may perform worse than TCP in adapting to the dynamically changing RAN capacity resulting in unnecessary resource under-utilisation. We suggest that any proposed UPCON closed-loop solution is thoroughly analysed from the TCP interaction point of view to see whether or not the use of the two parallel congestion control feedback loops leads to unwanted resource under-utilization.
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--------------------------------------------END FIRST CHANGE------------------------------------------------------

-----------------------------------------START SECOND CHANGE-------------------------------------------------

5.X
Key Issue #X: Video delivery 
5.X.1
General description 
It is suggested that running a third congestion control loop in addition to TCP and adaptive video control, as shown in the figure below, shall be avoided due to the unnecessary high complexity and unwanted interactions between the control loops. 
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Instead, the 3GPP community utilizes and actively promotes the already available end-to-end adaptive bitrate video streaming technologies, specifically 3GP-DASH defined by 3GPP and also adopted by MPEG. For UPCON, we shall encourage the use of 3GP-DASH (or alternative adaptive bitrate streaming) and benefit from the current market trend towards adaptive video delivery rather than define a rather complex congestion based transcoding scheme which is not compatible with 3GP-DASH and the current market trends. Only two layers of congestion control shall be run, as shown below.
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--------------------------------------------END SECOND CHANGE------------------------------------------------------
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Appendix: Overview of TCP congestion control features

[image: image7.emf]Server

UE

Operator network Internet


Figure 1 TCP end-to-end congestion control

The overwhelming majority
 of data traffic over cellular networks uses the TCP transport protocol. TCP uses closed loop congestion control, illustrated in Figure 1 above, where the TCP receiver gives feedback to the TCP sender via the following mechanisms:

· Packet loss: This is the basic form of TCP congestion feedback. Packet loss is made known to the TCP sender via a missing packet in TCP acknowledgements, or via a timeout in receiving a TCP acknowledgement. Packet loss causes the throughput of the connection to decrease.
· Explicit Congestion Notification (ECN)  [4] allows end-to-end notification of network congestion without dropping packets. ECN can only be used when both endpoints support it and are willing to use it. It is only effective when supported by the underlying network. When ECN is successfully negotiated, an ECN-aware node may set a mark in the IP header instead of dropping a packet in order to signal impending congestion. The receiver of the packet echoes the congestion indication to the sender, which reduces its transmission rate as though it detected a dropped packet.

· Delay measurement is based on the fact that the Round Trip Time (RTT) of a packet increases as network queues starts to build up. This has the advantage of warning early rather than merely waiting until the network is over-utilized and packets are lost. TCP LEDBAT [5], an experimental TCP version, is one example of a mechanism that uses delay measurements mechanism to reduce the throughput rate.
Based on the feedback, TCP uses control actions that could be categorized into proactive and reactive control, depending on whether these are actions to prevent excessive congestion or to react to congestion already experienced. TCP proactive control features include:
· Self-clocking: The TCP receiver generates acknowledgements no faster than data packets can get through the network, and the TCP sender in steady state usually generates data packets as fast as the acknowledgements arrive. This keeps the number of outstanding packets, and hence the congestion state of the network, at a stable level. 
· Slow-start is used by TCP to gradually start with a low sending rate at the start of a connection. It uses an exponential growth phase, which lasts as long as a packet loss is detected or a predetermined threshold value is reached. If a loss event occurs, TCP assumes that it is due to network congestion and takes steps to reduce the offered load on the network. 
· Additive increase of the congestion window (for NewReno TCP variant) causes a slow linear growth in the sending rate every round trip time until either a packet loss is detected or a predetermined threshold value is reached. This slow growth in the sending rate is meant to prevent congestion.
Controlled throughput can be achieved by measuring the packet delay and interpret the value as an indicator of the amount of queing on the data path. Based on this value the throughput is either increased or decreased.TCP also takes reactive action to congestion that has been detected via packet losses (or ECN):
· Multiplicative decrease is used together with additive increase (for NewReno TCP variant). When congestion is detected, the transmitter decreases the transmission rate by a multiplicative factor, i.e. it is reduced to half. The result is a saw-tooth behaviour that represents a slow probing for bandwidth while throughput is increased (proactive behaviour), and a fast decrease of throughput (reactive behaviour) when congestion takes place.
· Exponential backoff is applied for the Retransmission Time-Out (RTO), which is set for each transmitted segement. If the RTO expires the segement is retransmitted. The RTO is increased by a factor of two as a way to react to the congestion experienced by packet retransmissions. Retransmissions are tried up to a given limit, for instance 64 seconds.
Even though TCP works end-to-end without network support, additional network mechanisms can help further improve its performance. 

· Explicit Congestion Notification, as mentioned above, can be used by network nodes so that packet loss can be avoided yet the TCP congestion control reacts in the same way as if packet loss was detected. 
· Active Queue Management (AQM) such as Random Early Detection (RED) family of mechanisms makes the TCP senders react to congestion earlier (i.e., proactively) by inducing packet drops even before the full buffer is filled. This helps avoid tail-drops that may degrade performance due to synchronization of TCP flows or consecutive packet drops. This also helps to reduce the packet delay. 
Besides the proactive and reactive congestion control features of TCP, the adaptive throughput of TCP can serve as a form of congestion feedback itself: applications can get info about the available throughput in real time.

� The terms closed-loop and open-loop are used here as described in contribution S2-130813 to refer to whether or not the CN acts with or without RAN congestion feedback.


� Typically lower than 1%.


� Typically, over 90% of the traffic uses TCP in most current operator networks.
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