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Abstract of the contribution:

The contribution discusses the key issues and the possible solution of congestion obtainment and congestion mitigation for UPCON.
1. Introduction

Two key issues we should consider in UPCON:

1) How to obtain wireless network status

2) How to mitigate the congestion of wireless network

2. Discussion

2.1 How to obtain wireless network status

Two principles should be considered when obtaining wireless network status:

· No matter the wireless network status is obtained directly or indirectly, the congestion information should be precise and in time.

· The mechanism or system which is used to get the status should not have significant impacts on the existing network performance.
Possible Solutions: 
1) Obtaining wireless status from network management system
Network manage system collect the whole network status including wireless network, the status can be gotten by core network through the interface between network manage system and core network. Figure 1 illustrates the mechanism.
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Figure 1
NMS is a mature system, and has a standard procedure to get the wireless network’s status. The value of the status is accurate.

The problem is, as a monitor system, the NMS can’t update the status in real time, and the collecting and delivering procedure need time too, so the status value in NMS is not in time. And the signalling cost is another problem, the network elements could be impacted.
2) Obtaining wireless status from analysis system on user plane interfaces（Gb/Iu/S1 or Gn/S5）
Signalling analysis system on user plane can also get the network status by analyzing the signalling and traffic data. It could get status more real-time than NMS, but still need a time window to do analysis.
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Figure 2
The main cons of this solution are that the accurateness of analysis indirectly relying on signalling and traffic information can not be assured. Also reporting of network status brings extra signalling cost.
3) Reporting network status by reusing SCI in uplink

SCI is an extended field in GTU-U/BSSGP header for SIRIG feature. So far only downlink usage is defined for GERAN. It could be easily reused in UTRAN and E-UTRAN. 

In order to avoid the non-real time and signalling cost problem, we can deliver the wireless network status through the uplink SCI. While BSC/RNC/eNB detects the cell status changed either from normal to congested status or from congested to un-congested status, it writes the new status into the SCI of a packet which come from the cell. Core network can get the wireless network status in real time by reading the value of the SCI. Figure 3 illustrates the mechanism.
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Figure 3
With reusing SCI the cell status is stamped in the packets header. As long as core network can receive the packets from the wireless network, it can aware the wireless status almost in real time. The status is delivered in the data packets. No extra signalling is needed. The performance cost by just normal packets’ disassembly and assembly is minor.
2.2 How to mitigate the congestion of wireless network
After obtaining the wireless network status, core network need to initiate mitigation of the congestion of wireless network. The principles that should be followed are:

· No matter how better the way we used to mitigate the congestion, it will bring some bad experience to user, so we have to make sure that the user who is not in congested cell should not be impacted.

· Avoiding bring significant signalling cost to the network. 

Possible solutions:
1) QoS modification
Standard QoS modification can change PDP/bearer’s bandwidth, priority and so on. Once the core network awares the congestion, the network initiated QoS modification should be triggered. And when the core network knows the recovery of wireless network, QoS should be return to the normal level. Figure 4 illustrates the mechanism.
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Figure 4

The solution has heavy signalling cost because every time the network status changes the core network have to update bearer QoS. Besides, on wireless network, resource allocation is base on PDP/Bearer. It will affect all the service experience in this PDP/Bearer. 
2) Local traffic control in P-GW/GGSN

Because we cannot provide different end-to-end QoS control for different service in the same bearer, we could differentiated control the traffic base on service type or IP flow on GGSN/P-GW. For example, GGSN/P-GW could throttle low level service (P2P) when cell congestion happening. Figure 5 illustrates the mechanism.
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Figure 5

There is no extra signalling cost for local traffic control in P-GW/GGSN.
3) Flow-based QoS (reusing SCI in downlink).

Without the wireless network involvement, mitigating the congestion by Local traffic control in P-GW/GGSN might be an effective way, but not an efficient way. Considering the SCI already has the service’s type information, the solution can reusing the mechanism of SIRIG. There are two sub solutions:

a) Operators provision rules in BSC/RNC/eNB in advance. The policy of wireless resource scheduling could be generated dynamically according to the rules and incoming SCI value. There are no additional requirements for SCI. The disadvantage of this solution is that the preconfigured rule is not flexible and high function requirements are needed for BSC/RNC/eNB. Figure 6 illustrates the mechanism.
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Figure 6
b) Adding a control flag in SCI, BSC/RNC/eNB schedules wireless resource according the SCI value control flag. The control flag could be generated by core network according the traffic control policy. Figure 7 illustrates the mechanism.
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Figure 7
Conclusions
Above all, utilizing SCI mechanism could meet both requirements of the awareness of wireless network congestion and the mitigation of wireless network congestion, and has light impact on the existing system.
Proposal 1: uplink SCI for wireless network status transmitting should be introduced for the awareness of wireless network status.

Proposal 2: differentiated traffic control for services base on SCI should be introduced.
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