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Abstract of the contribution: The paper proposes an alternative solution for key issue #1 (RAN user plane congestion mitigation) by re-using the existing bearer concept.
1. Introduction
This paper proposes a solution alternative for Key Issue #1 on RAN user plane congestion mitigation by re-using existing standard mechanisms to cope with RAN overload situations.
2. Proposed text for TR 23.705
6.X
Solution X: Re-using the Existing Bearer Concept
6.X.1
General description, assumptions, and principles

This alternative solution is targeting to solve key issue #1 on RAN user plane congestion mitigation by re-using the existing bearer concept to cope with RAN overload situations.
-
The Core Network handles subscriber and service management (= policy management) and is not aware of the RAN resources or the current traffic per cell.
-
The RAN takes care of congestion handling, resource management (RRM) and performs resource allocations (at cell level) (= policy enforcement).
-
The QoS priority of the user or service (= policy) is delivered from the Core Network to the RAN in bearer specific QoS parameters.

-
The RAN load is highly dynamic due to various factors, i.e. re-allocations are applied every 10ms or even 2ms. This is mainly caused by changing radio conditions (e.g. interference) or terminal mobility.
-
Compared to the RAN load, the policy and subscriber information in the Core Network is almost static. Policies applied during bearer setup are changed rather infrequently.
-
TDF in the network is available and can be used to set/modify the priority (= policy) on a per need basis. The modification can be performed at bearer setup or later on at any time via radio bearer reconfiguration.
-
The UE has the capability to support of multiple bearers (default and dedicated bearers).

6.X.2
High-level operation and procedures

The EPS bearer concept allows establishing dedicated bearers in addition to the default bearer. A different set of QoS parameters can be assigned for each dedicated bearer. This guides the radio scheduler to assign resources to each bearer according to the bearer’s priority and the actual cell load, thus is able to reduce the throughput of low-priority traffic in case of congestion.

The bearer concept is roughly shown in Figure 6.X.2-1.
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Figure 6.X.2-1: Bearer concept of EPS

The radio scheduler is able to differentiate any multi-rate traffic mix:

· It estimates the resources required for GBR.

· It shares the remaining resources to non-GBR according to traffic priority.
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Figure 6.X.2-2: Qualitative GBR and non-GBR traffic portion
A dedicated non-GBR bearer may carry several applications requiring similar QoS treatment in CN and RAN. The core can be aware of the applications and their QoS requirements by using a TDF and puts those applications together in one dedicated bearer. This allows the RAN to reduce the throughput of lower-priority applications (carried within appropriate dedicated bearers with) in once congestion occurs without explicit consultation of the core network.
The number of established bearers per UE and whether the number is varying for different subscriber classes is determined by operator policies.

Subscriber Differentiation: The ability to assign different levels of priority to the standard data bearer of a subscriber / UE based on service subscription / policy. This is solved by existing solutions, no standardisation required.
Application Differentiation: It requires the ability to assign different levels of priority to specific applications and their related traffic flows based on service subscription and policy. This requires application detection. Some standardisation might be needed, especially for uplink direction e.g. use of certain uplink bearers by the UE or for marking on packet level when using separated TDF.
So, the basic concept is to combine the load-aware functionality in the RAN (eNB/NodeB) with the application and policy awareness of the core, which is enhanced by a TDF to detect certain applications.
Optionally, if the core receives RAN congestion information, this information can be used adjusting the bearer configurations dynamically and at any time, e.g. establishing a new dedicated bearer for certain application traffic. 
6.X.3
Impact on existing entities and interfaces
For subscriber differentiation based on subscription data, the solution doesn’t require any standardisation effort.
For application differentiation an application detection function is required in the network.
Editor’s Note: It is for further study, if application detection, packet-marking and proper bearer allocation have any standardisation impacts. It is expected that for downlink traffic no changes are required.
Editor’s Note: It is for further study, what are the impacts on the UE for the uplink to allow uplink bearer binding controlled by the PGW.
6.X.4
Solution evaluation

· This solution offers an alternative to solve key issue #1, i.e. RAN user plane congestion mitigation by re-using and enhancing (e.g. using a TDF in the network or improve uplink bearer usage) the existing bearer concept, i.e. no or only minor standardisation effort is required.

· It fully supports congestion handling on subscriber- and application-level.
· Standardized interfaces and procedures for multi-vendor support exist.
· It does not rely on any form of RAN congestion awareness in the core, i.e. no feedback loop is needed and there is no issue with signalling load towards and in the core network. Of course if RAN congestion is indicated bearer usage can be adapted to reduce or avoid RAN congestion. 
· It works also for fast changing load and congestion situations in RAN (incl. automatic support of terminal mobility and Rel99/HSPA resource sharing). It is much more responsive to congestion and scalable than any feedback-based solution.
· It allows the radio scheduler a full visibility about the traffic demand, so RAN can work in full buffer model and can allocate traffic to available resources according the current radio conditions.
· It does not support content-level optimization or adaptation mechanisms, as these are typically building on core network functions. Application-level adjustments would require congestion feedback towards the core network.
· It requires the capability of the UE for multiple bearers which is a more realistic assumption for LTE than for 3G.
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