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Abstract of the contribution: This contribution analyses the UPCON Use Cases and identifies how the 3GPP QoS mechanisms can be used and if there are any gaps in the 3GPP QoS architecture.

INTRODUCTION
The SA1 requirements on UPCON in TS 22.101 are divided into four categories; general, prioritizing traffic, reducing traffic and limiting traffic.

The prioritizing traffic requirements mainly relates to the Use Cases 1-5 in TR 22.805.

Use Case 1 in TR 22.805 has the goal of enabling sales of Gold, Silver and Bronze subscriptions to the end-users and that the end-users will perceive better throughput/latency performance if they have a high priority subscription instead of a low priority subscription when operating in high load. 
Use Case 2 in TR 22.805 has the goal of enabling sales of subscriptions and creation of SLAs that allows for enabling rate limitation at high load for roaming users and heavy users,.

Use Case 3 in TR 22.805 has the goal of allowing for Quality of Experience (QoE) improvements for the whole population of users at high load by limiting rates for certain content/services that is deemed to be not as delay sensitive as other more interactive services.      
Use Case 4 in TR 22.805 has the goal of allowing for data related to high(est) priority disaster services to go through a fully congested network. 

Use Case 5 in TR 22.805 has the goal of allowing for Quality of Experience (QoE) improvements for the whole population of users at high load by redistributing resources between the different service flows (by prioritization mechanisms). 

The following requirements where derived: 

a)
The network shall be able to identify, differentiate and prioritize traffic from different applications in order to provide these applications with appropriate service quality based on RAN user plane congestion status, taking user related information and content type into account.
NOTE 1:
The applications may include social networking, OTT video, blogging, internet games, FTP, software patches and updates, non real time services, etc.

b)
According to operator policy, during RAN user plane congestion the operator shall be able to select the communications which require preferential treatment and allocate sufficient resources for such communications in order to provide these services with appropriate service quality.

c)
According to operator policy, the network shall be able to select specific users (e.g. heavy users, roaming users, etc.) and adjust the QoS of existing connections/flows and apply relevant policies to new connections/flows depending on the RAN user plane congestion status and the subscriber's profile.
NOTE 2:
Preferably, connections/flows need to be adjusted such that the user experience is not negatively affected  

This paper intends to show that the 3GPP QoS architecture is a great foundation to solve these use cases and it points out the gaps that need to be addressed. 
Use Cases 1 and 5 – prioritization of subscribers and services
Use Case 1
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Figure 1: Simplified network realizing Use Case 1

To realize Use Case 1, gold, silver, bronze subscribers are put on different QoS profiles using subscription based policies. The use of different priority for different subscriber classes will in high load/congestion situation lead accordingly to the sought after behavior, the users with higher priority subscriptions will experience better transport characteristics both in the UL and the DL. There are no apparent gaps in the current 3GPP QoS architecture to solve this use case. 

Use Case 5

Use Case 5 can be realized by putting different classes of services and or media flows on different QoS Profiles using service based (as well as subscription based) policies. This is a similar solution to how IMS/VoLTE is realized that puts signaling on QCI5, voice on QCI1 and video on QCI2.   
To realize this use case, an application function (AF) or Traffic Detection Function (TDF) that classifies services and/or media flows need to be deployed. These classification functions are either based on packet inspection in the user plane or application knowledge obtained by e.g. service exposure towards the internet services domain. 

The main gap is the realization of the service classification function and a potential interface X towards the internet services domain.    
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Figure 2: Simplified network realizing Use Case 5

Performance

Simulation below shows the perceived gain when putting background FTP downloads in a lower priority RAB compared to the web surfing. Results indicate that when using a system with prioritization based on radio scheduling, the extra delay needed for transport of the prioritized service can be made low. It should be noted that due to inter-cell interference created by transport of low priority data in one cell, the transport of high priority data in neighboring cells will also be impacted. So the impact on the high priority transport cannot be made zero when adding low priority data transport into a system. 
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Figure 3: 9-cells simulation of a HSPA system. The users use 21 Mbps UEs. 
Simulation settings; 5 users (0.5 per cell in average) are doing background FTP downloads. 5-36 users (0.5-4 per cell in average) are doing web surfing. The web surfers are accessing web pages with a normal distributed size that in average are 1 Mbyte and that are constructed of 50 objects.

Use Case 2 – down prioritization/rate limitation of certain subscriber types
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Figure 4: Simplified network realizing Use Case 2

Rate limitation of roaming users can be achieved by local MME policies that restrict APN-AMBR/MBR for inbound users. 

Heavy users need to be detected, and thus a function that detects the traffic volume per user or the instantaneous bitrate of the user’s needs to be deployed. This function can be realised in the PGW or in an external network element on the Gi interface such as the TDF. The rate limitation can be performed by altering APN-AMBR/MBR when the bucket quota for the month is consumed. Alternatively the heavy user may be down prioritized, so the user traffic ends up on a low priority bearer that will result in lower throughput in loaded situations compared to the normal users. 

Use Case 3 – rate limitation of services. 
The architecture for this use case would look like figure 2. The main difference is that rate limitation would be imposed instead of prioritization. 
Here different service categories would be routed over different bearers. Thus as for IMS/VoLTE, dynamic bearer establishment is needed when a new service/media flow is started. To impose rate limitation of the service currently used; the MBR would be set and updated for different bearers to the UE when the service/media transactions starts and based on service policies.  
The gaps are the same as for the use cases 3 and 5. 
Use Case 4 – high priority disaster service

For a disaster service, it is key that uplink radio resources are given to the users in the disaster area that are trying to reach their relatives by uploading information. The solutions possible are to reduce traffic from the other ongoing services, and/or prioritize the data related to the disaster service. 

The 3GPP bearer concept can be used as the basis for both types of solutions since it implements the mechanisms to control the data transfer from the UEs in the UL.  

If building a high priority service based on the 3GPP QoS architecture, the natural way should be to detect that a user is accessing a disaster service, establish a connection with high priority for that service. 
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One potential gap related discussion is to discuss on how to achieve priority for the disaster user before the QoS authorization occurs, that is in the random access procedure and the service request procedure.

The MBR/APN-AMBR for users (not using the disaster service) in tracking areas/routing areas covering the disaster area could be reduced by operator policy when a disaster has occurred. How users in the disaster area should be identified is an area that needs to be studied.     


Discussion and conclusion
The intent of all use cases related to the prioritization traffic can be realized using the current 3GPP QoS framework.  
The benefit of using the 3GPP QoS framework is that it is designed to provide congestion handling functions in all subsystems involved in the mobile broadband network. That is congestion can be handled cross the system and not only in one pre-determined bottleneck. 

If the bottleneck is the radio link, 3GPP QoS has the benefit of being able to influence the radio scheduling directly. Since that functionality is then closest to the congested link, one can assume that it also will give the best possible results. 

Therefore we propose that 3GPP QoS based solutions shall be evaluated in the SA2 UPCON TR. 
Proposal
Proposed text for TR 23.705

*********************************** First Change ************************************

Annex A: Use case evaluation 

This annex evaluates the use cases in TR 22.805  
The SA1 requirements on UPCON in TS 22.101 are divided into four categories; general, prioritizing traffic, reducing traffic and limiting traffic.

The prioritizing traffic requirements mainly relates to the Use Cases 1-5 in TR 22.805.

Use Case 1 in TR 22.805 has the goal of enabling sales of Gold, Silver and Bronze subscriptions to the end-users and that the end-users will perceive better throughput/latency performance if they have a high priority subscription instead of a low priority subscription when operating in high load. 

Use Case 2 in TR 22.805 has the goal of enabling sales of subscriptions and creation of SLAs that allows for enabling rate limitation at high load for roaming users and heavy users,.

Use Case 3 in TR 22.805 has the goal of allowing for Quality of Experience (QoE) improvements for the whole population of users at high load by limiting rates for certain content/services that is deemed to be not as delay sensitive as other more interactive services.      

Use Case 4 in TR 22.805 has the goal of allowing for data related to high(est) priority disaster services to go through a fully congested network. 

Use Case 5 in TR 22.805 has the goal of allowing for Quality of Experience (QoE) improvements for the whole population of users at high load by redistributing resources between the different service flows (by prioritization mechanisms). 

The following requirements for prioritizing traffic where derived: 

a)
The network shall be able to identify, differentiate and prioritize traffic from different applications in order to provide these applications with appropriate service quality based on RAN user plane congestion status, taking user related information and content type into account.
NOTE 1:
The applications may include social networking, OTT video, blogging, internet games, FTP, software patches and updates, non real time services, etc.

b)
According to operator policy, during RAN user plane congestion the operator shall be able to select the communications which require preferential treatment and allocate sufficient resources for such communications in order to provide these services with appropriate service quality.

c)
According to operator policy, the network shall be able to select specific users (e.g. heavy users, roaming users, etc.) and adjust the QoS of existing connections/flows and apply relevant policies to new connections/flows depending on the RAN user plane congestion status and the subscriber's profile.
NOTE 2:
Preferably, connections/flows need to be adjusted such that the user experience is not negatively affected  

Use Cases 1 and 5 – prioritization of subscribers and services

Use Case 1
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Figure 1: Simplified network realizing Use Case 1

To realize Use Case 1, gold, silver, bronze subscribers are put on different QoS profiles using subscription based policies. The use of different priority for different subscriber classes will in high load/congestion situation lead accordingly to the sought after behavior, the users with higher priority subscriptions will experience better transport characteristics both in the UL and the DL. There are no apparent gaps in the current 3GPP QoS architecture to solve this use case. 

Use Case 5

Use Case 5 can be realized by putting different classes of services and or media flows on different QoS Profiles using service based (as well as subscription based) policies. This is a similar solution to how IMS/VoLTE is realized that puts signaling on QCI5, voice on QCI1 and video on QCI2.   

To realize this use case, an application function (AF) or Traffic Detection Function (TDF) that classifies services and/or media flows need to be deployed. These classification functions are either based on packet inspection in the user plane or application knowledge obtained by e.g. service exposure towards the internet services domain. 

The main gap is the realization of the service classification function and a potential interface X towards the internet services domain.    
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Figure 2: Simplified network realizing Use Case 5

Performance

Simulation below shows the perceived gain when putting background FTP downloads in a lower priority RAB compared to the web surfing. Results indicate that when using a system with prioritization based on radio scheduling, the extra delay needed for transport of the prioritized service can be made low. It should be noted that due to inter-cell interference created by transport of low priority data in one cell, the transport of high priority data in neighboring cells will also be impacted. So the impact on the high priority transport cannot be made zero when adding low priority data transport into a system. 


[image: image8.emf]5 10 15 20 25 30 35 40

2

4

6

8

10

12

14

Offered load - web users

Web page download time 

Web and FTP on same RAB

FTP on lower priority RAB

HSPA simulation, 5-36 web users 

5 FTP users downloading 10 Mbyte

Only Web users


Figure 3: 9-cells simulation of a HSPA system. The users use 21 Mbps UEs. 

Simulation settings; 5 users (0.5 per cell in average) are doing background FTP downloads. 5-36 users (0.5-4 per cell in average) are doing web surfing. The web surfers are accessing web pages with a normal distributed size that in average are 1 Mbyte and that are constructed of 50 objects.

Use Case 2 – down prioritization/rate limitation of certain subscriber types
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Figure 4: Simplified network realizing Use Case 2

Rate limitation of roaming users can be achieved by local MME policies that restrict APN-AMBR/MBR for inbound users. 

Heavy users need to be detected, and thus a function that detects the traffic volume per user or the instantaneous bitrate of the user’s needs to be deployed. This function can be realised in the PGW or in an external network element on the Gi interface such as the TDF. The rate limitation can be performed by altering APN-AMBR/MBR when the bucket quota for the month is consumed. Alternatively the heavy user may be down prioritized, so the user traffic ends up on a low priority bearer that will result in lower throughput in loaded situations compared to the normal users. 

Use Case 3 – rate limitation of services. 

The architecture for this use case would look like figure 2. The main difference is that rate limitation would be imposed instead of prioritization. 

Here different service categories would be routed over different bearers. Thus as for IMS/VoLTE, dynamic bearer establishment is needed when a new service/media flow is started. To impose rate limitation of the service currently used; the MBR would be set and updated for different bearers to the UE when the service/media transactions starts and based on service policies.  
The gaps are the same as for the use cases 3 and 5. 

Use Case 4 – high priority disaster service

For a disaster service, it is key that uplink radio resources are given to the users in the disaster area that are trying to reach their relatives by uploading information. The solutions possible are to reduce traffic from the other ongoing services, and/or prioritize the data related to the disaster service. 

The 3GPP bearer concept can be used as the basis for both types of solutions since it implements the mechanisms to control the data transfer from the UEs in the UL.  

If building a high priority service based on the 3GPP QoS architecture, the natural way should be to detect that a user is accessing a disaster service, establish a connection with high priority for that service. 
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One potential gap related discussion is to discuss on how to achieve priority for the disaster user before the QoS authorization occurs, that is in the random access procedure and the service request procedure.

The MBR/APN-AMBR for users (not using the disaster service) in tracking areas/routing areas covering the disaster area could be reduced by operator policy when a disaster has occurred. How users in the disaster area should be identified is an area that needs to be studied.     


******************************* End of Change ******************************
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