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This paper details the problems that should be addressed to resolve the key issue on “RAN User Plane congestion mitigation” and outlines possible solutions.
1. Introduction

At SA2 #94 a new key issue on “RAN User Plane congestion mitigation” was approved for the UPCON Work Item and captured in section 5.1 of TR 23.705. 
This paper provides a more detailed description of the problem statement behind this key issue, highlighting some drawbacks and/or limitations that arise when trying to achieve effective per subscriber and/or per application user plane congestion mitigation relying on the currently specified 3GPP QoS architecture. A set of possible high level solutions to address the identified problems are then proposed for consideration.
2. Problem statement
To some extent the existing 3GPP QoS architecture already supports per subscriber and/or per application congestion mitigation. To that purpose a combination of the following mechanisms can be used:
· Per subscriber congestion mitigation can be achieved allocating different QCI values, with different Priority levels, to the bearers (in particular the default bearer) opened by different classes of subscribers (e.g. as pointed out in section 6.1.7.2 of TS 23.203, the operator could use QCI 8 for the default bearer of a “premium” subscriber and QCI 9 for the default bearer of a “basic” subscriber).
· Per application congestion mitigation can be achieved mapping different applications on different bearers (e.g. for a specific class of subscribers, or for any subscriber, the operator could map Internet applications like browsing, ftp and peer-to-peer file sharing on the default bearer, and use dedicated bearers with higher priority for applications, like for example media streaming, that would benefit of preferential treatment in case of congestion in RAN).

This is a very effective way of handling congestion in RAN, because the required QoS policies are provided to the RAN in advance (at the establishment of the IP-CAN session and/or when a dedicated bearer is activated), so that, in case a congestion situation arises, it can be promptly handled by the RAN without involving the Core Network (CN), e.g. the PCRF. This has the advantage of enabling fast congestion mitigation, because the necessary congestion mitigation measures are triggered locally in the RAN, with low signaling overhead, because there is no need to exchange signaling between the RAN and the CN depending on the congestion status in RAN.
The problem with this approach is that per application congestion mitigation can be achieved only if the applications requiring differentiated QoS treatment can be mapped on separate bearers; unfortunately this is not possible for a large variety of application types that are commonly used on the Internet, that are those whose service data flow descriptions are non-deducible. These include for example:

· Applications that exchange different media types, e.g. video, audio, file sharing and chat, using the same transport level port numbers (e.g. applications carried over HTTP/port 80). In this case it is not possible to route different media types on different bearers, because they cannot be disambiguated using a pattern for matching the IP 5 tuple, the Type of Service (TOS) (IPv4) / Traffic class (IPv6) and/or the IPsec Security Parameter Index (SPI).
· Applications that continuously open and close a lot of parallel UDP and/or TCP flows, e.g. peer-to-peer file sharing. In this case, even though it would be possible for a standalone TDF, or PCEF enhanced with Application Detection and Control (ADC), to discover the 5 tuples identifying the flows exchanged by the application, keeping the service data flow descriptions associated to the correspondent bearer up to date would imply massive signaling exchanges with the PCRF, which would clearly lead to a non-scalable architecture.  
As an example, due to the above described limitation, at the moment there is no standardized way for the mobile operator to configure its network in such a way that, in case of congestion in RAN, peer-to-peer traffic exchanged by “basic” subscribers (e.g. using file sharing applications) is throttled to preserve “premium” customers and/or other (higher priority) applications and/or services.
In addition there are scenarios where multiple services (e.g. streaming media, e-mail client, etc.) are embedded in single HTML5 / browser based application. Even though the embedded services are part of the same application they may need somewhat different QoS treatment. The services embedded into the browser may be opened or closed by the user without terminating the browser application. Mapping such services, whose usage may be transient in nature, to different bearers is not feasible.
3. Possible solutions
The solutions that can be foreseen to address the problem described in the previous section can be reactive or proactive. Further details are provided in the following clauses.

3.1
Reactive approaches
The solutions falling in this category assume that the network, e.g. the PCRF, is informed when there is congestion in RAN, and, based on such a trigger, the network, e.g. the PCRF, reacts and undertakes appropriate actions to mitigate congestion.
For example, after detecting a congestion in RAN, the PCRF could be configured to provide an updated set of ADC rules to the TDF, or PCEF enhanced with ADC, to throttle certain applications for certain customers, so that other applications and/or customers are preserved (see Figure 1).
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Figure 1 – Reactive RAN congestion mitigation

Editor's note:
How to detect congestion in RAN and which is the network entity in charge of providing the congestion indication to the core network is FFS.
3.2
Proactive approaches
The solutions falling in this category reuse the principles that are at the basis of the currently specified 3GPP QoS architecture. As such it is assumed that the network, e.g. the PCRF, provides the QoS policies beforehand, and then the RAN performs traffic handling and/or prioritization based on the QoS policies received from the network. In case of congestion, depending on the provisioned QoS policies (that may be per APN, per subscriber and/or per application), some traffic flows may get preferential treatment.
In order to resolve the problem described in chapter 2, two different solutions, based on enhancements to the currently specified QoS architecture, can be foreseen:
1) Extend the definition service data flow filters, so that also non-deducible applications can be dynamically mapped on dedicated bearers.
2) Introduce a further level of prioritization for IP flows mapped on the same bearer, so that, based on operator’s policies and subscriber’s profile, different applications and/or services that are all routed on the default bearer can be treated differently in case of congestion.
Further details on these two approaches, that are not mutually exclusive, are provided in the following clauses.
3.2.1
Extend the definition of SDF filters
According to section 6.2.2.2 of TS 23.203, service data flow (SDF) filters identifying a service data flow may:

· be a pattern for matching the IP 5 tuple (source IP address or IPv6 network prefix, destination IP address or IPv6 network prefix, source port number, destination port number, protocol ID of the protocol above IP). 

· consist of the destination IP address and optional mask, protocol ID of the protocol above IP, the Type of Service (TOS) (IPv4) / Traffic class (IPv6) and Mask and the IPSec Security Parameter Index (SPI);

· consist of the destination IP address and optional mask, the Type of Service (TOS) (IPv4) / Traffic class (IPv6) and Mask and the Flow Label (IPv6).
Relying on advanced packet inspection functions, such as L7 DPI and heuristic analysis, a service data flow filter may also extend packet inspection beyond the possibilities described above and look further into the packet and/or define other operations (e.g. maintaining state). But such service data flow filters, that are not standardized, must be predefined in the PCEF, which implies that:

· They only work in the downlink direction.
· They cannot be used to map different applications and/or services on different bearers in a dynamic fashion, e.g. based on the operator’s policies and subscriber’s profile.

A possible approach to resolve this limitation is to extend the definition of the service data flow filters exchanged over Gx/Gxx, and the traffic flow template (TFT) filters exchanged with the UE, introducing additional standardized parameters for packet classification. One of such additional parameters could be the Application Identifier. The notion of Application Identifier (or Application Identity) is in fact already available in TS 23.203 and TS 23.402.

In TS 23.203 the notion of Application Identifier was introduced on the network side to support Application Detection and Control (ADC), while in TS 23.402 the notion of Application Identity was introduced both in the network and on the UE for access network discovery and selection (see the definition of ISRPs in section 4.8.2.1 of TS 23.402). Even though the usage scenarios identified in TS 23.203 and TS 23.402 are different, in both the cases the Application Identifier (or Application Identity) is used, on the network side and on the UE, to classify the IP flows and then trigger appropriate actions. As such the Application Identifier (or Application Identity) could be introduced as an additional standardized parameter in SDF and TFT filters, which would make it possible for the PCRF to generate PCC rules and QoS rules for non-deducible applications, e.g. Skype, peer-to-peer file sharing applications, etc.
In order to ensure interoperability with legacy UEs, a mechanisms for the UE to negotiate support of the enhanced TFT filters with the network shall be supported. No other impacts to the procedures specified in TS 23.203 are foreseen.

3.2.2
Introduce a further level of prioritization for IP flows mapped on the same bearer
In 3GPP Rel-11 the SIRIG feature was introduced for A/Gb mode GERAN. The key concept behind SIRIG is that the GGSN/PGW can mark each user plane packet delivered in the downlink direction with a Service Class Indicator (SCI). Although in the current release of the specification the exact definition of the SCI is left to the implementation, the SCI is intended to identify the application type, or application class, that generated the user plane packet (e.g. instant messaging, browsing, etc.), and can be used by the A/Gb mode GERAN access, together with other parameters, to improve radio resource control and the overall performance (see section 5.3.5.3 of TS 23.060 for the details).

It is the opinion of the authors that the idea of having the GGSN/PGW marking each user plane data packet delivered in the downlink direction based on operator’s policies and on the information collected after some form of packet inspection (e.g. shallow packet inspection, L7 DPI, heuristic analysis or others) could be effectively used for purposes other than SIRIG. In particular, it is foreseen that the GGSN/PGW could include in each user plane data packet a Flow Priority Indicator (FPI) identifying the relative priority of the packet compared to other packets delivered on the same bearer.
Editor's note:
If and how the approach could be exploited also in the uplink direction is FFS.
NOTE: 
The FPI could be defined as a new GTP-U extension header, completely independent from the SCI. Details would be up to stage 3.

The FPI is not intended to replace the QCI, and no conflicts are foreseen between the FPI and the QCI. While the QCI is valid across bearers, the FPI is valid within the scope of a single bearer. The FPI complements the Priority value associated to the QCI as described below:

· The Priority value associated to the QCI is used to differentiate between traffic flow aggregates routed through different bearers, of the same UE or from different UEs.
· The FPI is used to differentiate between traffic flow aggregates routed through the same bearer, and shall not be used to differentiate the handling of flows mapped on different bearers.
Although the most interesting usage scenario for the FPI is the prioritization of flows routed though the default bearer, the concept is in principle applicable to dedicated bearers as well.

Overall the solution would work as described below (see Figure 2):

· After packet classification the GGSN/PGW derives the FPI to be provided in the GTU-U header of downlink user plane data packets based on configuration or based on the policies received from the PCRF.

Editor's note:
Whether the PCC rules and/or the ADC rules should be extended to achieve PCRF controlled marking of the FPI is FFS.

· When receiving the FPI in a GTP-U packet, the SGSN, or the Serving Gateway (SGW), copies it, without modifying its value, into a correspondent information element over Gb, Iu or S1. In order to support both standardized and operator specific FPI values, the FPI should be forwarded over Gb, Iu or S1 together with the HPLMN ID and additional information, added by the SGSN or SGW, which indicates whether the FPI is assigned by a GGSN/PGW in e.g. the Home PLMN or Visited PLMN. 
· The RAN uses the FPI included in each downstream user plane packet and, when applicable, the QoS parameters associated to the bearer, such as the QCI, to prioritize the packets delivered to the UE over the air interface.
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Figure 2 – Proactive RAN congestion mitigation based on the FPI for GTP-based interfaces

NOTE: 
The GGSN, or PGW, and the SGSN, or SGW, can be configured by the operator to perform transport level packet marking, e.g. setting the Differentiated Services Code Point (DSCP), based on the QCI and the FPI of the associated EPS bearer. This can be an effective solution to achieve per subscriber and/or per application congestion in the backhaul, since the operator has the chance to map different applications routed though the default bearer into different DSCP classes.
The usage of the FPI, in conjunction with the QCI, to prioritize user plane data packets has following characteristics and peculiarities:

· It is applicable to any RAT, i.e. A/Gb mode GERAN, UTRAN and E-UTRAN.

· Delivery of the FPI in downlink user plane data packets should be supported for both GTP-based and PMIP-based S5/S8.
Editor's note:
How to deliver the FPI to the RAN with PMIP-based S5/S8 is FFS.
· The FPI should be included in charging records and transferred over online/offline charging interfaces. In fact it is clear that, differently from SCI, the FPI can be used for service differentiation, and hence may affect the user experience of the customer.
· As mentioned above, it should be possible for the GGSN/PGW to set the FPI based on subscription. As such selecting the FPI based on configuration is not sufficient: support for PCC control of the feature is therefore necessary.

Rel-11 SIRIG and the solution described in this section are independent features. If both are enabled in an operator’s network, considering that the SCI is defined only for A/Gb mode GERAN while the FPI is applicable to any RAT, the following occurs:

· Both the SCI and the FPI are delivered to A/Gb mode GERAN.

· Only the FPI is delivered to UTRAN and E-UTRAN. 

No conflicts are foreseen in case both the SCI and the FPI are delivered to the A/Gb mode GERAN access because the two indicators provide complementary information to the RAN:

· The SCI indicates the type of application that generated the user plane packet and may be used by A/Gb mode GERAN to optimize resource allocation, e.g. to allocate a higher number of time slots to the applications that are expected to generate a higher bit-rate.

· The FPI indicates the priority of the application that generated the user plane packet and may be used by A/Gb mode GERAN to decide which traffic flow aggregates should be served first in case of congestion.
As discussed for SIRIG during the Rel-11 timeframe, from a deployment perspective it would be beneficial to also support scenarios where the packet classification required to properly set the FPI value is performed by a standalone TDF, rather than the GGSN/PGW. To that purpose a mechanism is required to transfer the outcome of the packet classification process from the standalone TDF to the GGSN/PGW, so that the GGSN/PGW can then use that information to mark GTP-U packets in the downlink direction. Some mechanisms that could be used to solve this issue are described in TR 23.800, and are under discussion in the ABC Work Item (see section 6.3.5.8 of TR 23.800 for additional details):
· DSCP. As a result of the packet classification process, the standalone TDF could transfer the FPI value to the GGSN/PGW using the Differentiated Services Code Point (DSCP) field in the IP header of the IP packets flowing in the downlink direction. This has the drawback that in an operator’s network the DSCP field may be already used for other purposes, which would make it practically unfeasible for the TDF to re-write it.

· Packet tunneling DSCP field. As a way to overcome the limitation of the previous solution, data traffic could be tunneled between the standalone TDF and the GGSN/PGW, e.g. using GRE tunneling. That way the TDF could use the DSCP value of the tunnel header to mark packets and leave the DSCP value of the inner header unmodified. 
· Packet marking using IPv6 extension headers. The IPv6 extension headers could be used to mark the packet, and a new header could be defined to allow this to occur. For IPv4 flows, an IPv4 over IPv6 tunneling mechanism could be used for IPv4 packets.

· VLAN based configuration. Multiple VLANs configured between the GGSN/PGW and the standalone TDF could be used to differentiate between packets having different priorities (packets marked with different FPI values).
Editor's note:
Whether one or more of above described mechanisms, or some other solutions, can be used to support FPI marking in the standalone TDF scenario is FFS.

4. Analysis

In principle two types of congestion situations may arise in an operator’s network:
3) Periodic and mostly predictable congestion situations. Such congestion situations are often long lived and normally occur during peak hours in cells and/or routing/tracking areas where the network is under-dimensioned compared to the offered load and the number of connected customers. The operator can discover which are the congested cells, and when the congestion takes place, based on the data collected by its O&M systems. Normally congestion shows up periodically following a known and predictable pattern, e.g. every working day from 5:00pm to 10:00pm.
4) Mostly unpredictable congestion situations. Such congestion situations may be short lived and may arise at any time, depending on the traffic and/or mobility patterns of the customers and based on the radio coverage. For example if several customers find themselves at the edge of a cell and are all using applications generating a high volume of traffic, the experienced quality of service may be very low, and below their respective expectations, which means that some form of congestion mitigation would be useful to preserve “premium” customers and/or higher priority applications.
For the reactive congestion mitigation approach described in section 3.1 the following considerations apply:

· It is mainly applicable in case of long lived congestion situations, such as those described at point (1) above. In fact, in order to not generate excessive signaling to the PCRF, or other core network entities, the RAN load should be averaged over an appropriate period of time and a congestion indication should be triggered only if, e.g., the RAN load remains above a certain threshold for the configured window of observation. Therefore, in case of short lived congestion situations, if the operator has deployed a reactive congestion mitigation approach, the core network may end up reacting too late to provide effective congestion mitigation.

· It may be very flexible in terms of actions that the operator may trigger in case RAN congestion arises in a certain location. As opposed to the proactive approaches that have been described in section 3.2, that only allow to enforce different priorities for flows exchanged by different applications, sending a congestion trigger to the PCRF would make it possible to enforce a more extensive set of actions to mitigate congestion, e.g. as long as the congestion persists the operator could decide to enforce an upper bound on the bit-rate that certain customers are allowed to generate with certain applications (e.g. no more than 100 kbps for peer-to-peer file sharing). Nonetheless, it is still unclear whether such additional flexibility is indeed required in real life scenarios.

The proactive approaches described in section 3.2 can be used for RAN congestion mitigation mostly in any scenario, including those described at points (1) and (2) above. This is because, with a proactive approach, the RAN can react very quickly in case of congestion, which nicely suits both long lived and short lived congestion situations.
5. Conclusion and proposal
Based on the analysis in chapter 4, the authors of this paper believe that a proactive solution for RAN user plane congestion mitigation, such one of those described in section 3.2, or a combination of them, should be standardized in Rel-12 as part of the UPCON Work Item. That is in fact the only approach that is expected to be effective for both short lived and long lived congestion situations.

As a way forward it is proposed to capture in TR 23.705 the proactive solutions described in section 3.2 and complete their description, resolving the related open issues, before drawing conclusions and move to the normative work.
The correspondent P-CRs for TR 23.705 are available in S2-130393 and S2-130394.
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