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Abstract of the contribution: This contribution evaluates the network signalling overload for Diameter and SS7/ MAP. It evaluates the core network interfaces and services using diameter and service impacts due to the overload on those interfaces. It also analyzes in high level the current diameter overload prevention/control support, and the necessity of enhancement on the diameter interface.
Introduction
According the CNO WID agreed in the last meeting one of the objectives in phase 1 is Solutions and evaluation of network signalling overload for Diameter and SS7 /MAP. Excerpt from the WID:
Phase 1: complete study of overload control related to MAP /Diameter signalling, other 3GPP core network signalling optimization.

· Solutions and evaluation of network signalling overload for SS7 and MAP. 

· Solutions and evaluation of network signalling overload control for Diameter base protocol to avoid failure due to congestion. This includes Diameter signalling from the core network to HSS, PCRF and from signalling to 3GPP AAA.

· Evaluation of overload aspects of core network solutions to optimize periodic LAU/TAU/RAU signalling, NAS reject and retransmission.

· Avoiding core network overload due to RAN node failure. 

· Impact of node deployment for 2G, 3G and 4G (e.g. SGSN, MME as combined node). 

This contribution provides an evaluation for MAP and Diameter procedures.
Discussion
Traditional protocol, e.g. MAP, SS7 signalling is between the HLR and SGSN. SS7 signalling- SCCP and TCAP defined by the ITU-T, has evolved as an international standard since 1980. SS7 has overload control mechanism for its links that are quite robust. SS7/TCAP does not have end to end overload control mechanisms. However, this is a mature system with plenty of deployment configuration options that can be used to manage a network that has predictable overload control. Thus, the recommendation in this study is to use existing mechanisms of SS7 and TCAP in particular to handle congestion.
Moreover, there is overload control mechanism in MAP protocol. That is, MAP ranks the signalling. If the MAP entity is overload the HLR can discard the lower priority signalling in order to relieve the congest status. This mechanism is useful to handle transient HSS server overload by load balancing or discarding at least. The detail description is in 29.002. If this overload control mechanism is enhanced further in order to solve the severe overload maybe need to change the MAP procedure too more. Then maybe this change will bring some unstable factors. It is better to remain the existing the overload mechanism.
Diameter signalling does not have mechanisms for signalling end-to-end congestion. Diameter congestion feedback based on DIAMETER_TOO_BUSY, or simply dropping the message is not sufficient. These mechanisms do not provide the ability for applications or server overload to be signalled. There is also an activity started in IETF to analyse the overall Diameter congestion control (or lack of control) and related requirements (ref: http://www.ietf.org/internet-drafts/draft-mcmurry-dime-overload-reqs-01.txt). It is expected that IETF will continue to solution development phase shortly. It is recommended that further work on Diameter overload control be undertaken and should be addressed in 3GPP Stage 3 protocols and IETF. 
Proposal

This contribution proposes that the CNO work item focus on the S6a/S6d interface based on the diameter protocol.
We propose to update the text of TR 23.843 as suggested below.
* * * Start of the 1st  change * * * *
6.2.5
Evaluation

6.2.5.1
Evaluation of SS7/ MAP Interface

SS7 signalling - SCCP and TCAP defined by the ITU-T, has evolved as an international standard since 1980. SS7 has overload control mechanism for its links that are quite robust. SS7/TCAP does not have end to end overload control mechanisms. However, if the MAP entity is overloaded, HLR can discard lower priority signalling as described in TS 29.002 in order to relieve congestion. If this overload control mechanism is changed significantly, it may result in other instability. This is a mature system with deployments and experience that can be used to manage a network that has predictable overload control. Thus, the recommendation in this study is to use existing mechanisms of SS7 and TCAP in particular to handle congestion. 

6.2.5.2
Enhancement of Diameter Interface for Overload Prevention and Control Support

Diameter interface is defined for signalling between many core network nodes and services. An analysis table for these interfaces and service impact is shown in Annex X. Overload on these interfaces can lead to server congestion or even collapse. The impact to services can be: 

· Denial of services, persistent access restriction, 

· loss of IMS and broadband services, 

· Loss of location information for emergency services and lawful intercept,

· Loss of ability to use policy control to provide service personalization, 

· Loss of ability to use policy control to optimize network resources, 

· Billing errors and loss of revenue.

Besides good network engineering, one of the measures for better traffic management on diameter interfaces is the deployment of Diameter Agent in network. This functional node plays important roles for load balancing and overload prevention/control over these interfaces using Diameter. Hence, the overall overload protection mechanism must take this aspect (i.e, Agent between client/server) into consideration. 
In addition the Diameter interface shall be enhanced to support overload prevention and control, especially for core network entities. Currently it has very limited support in this aspect: 

1) Cause code 3004 “DIAMETER_TOO_BUSY” for server to client in responses,

2) The transport layer may be unaware of the application layer and therefore cannot provide sufficient congestion control for congestion at the application layer. 

3) Congestion collapse due to an overloaded Diameter server may occur because there is no way for a server to communicate its current overload level and coordinate actions with the client.   

4) A Diameter server in overload will expend resources inspecting and rejecting messages. To preserve goodput, a process is needed to offload this task to the Diameter client(s). 

5) 
6) If diameter routing agents are deployed, the servers’ load levels for efficiently load balancing/re-routing have to consider topology hiding and can at best be based on statistical estimation. 
Overload signalling in Diameter is of coarse granularity and is deployed in a hop-by-hop manner. These mechanisms are not sufficient for Diameter applications to become aware of overload. Without standardized mechanisms at some layer (Diameter application, base protocol, transport, network, etc.) the Diameter-based protocol interfaces used by functional entities in the 3GPP architecture cannot obtain detailed or useful information to avoid overload or respond to congestion.
.



* * * End of the 1st change * * * *
* * * Start of the  2nd  change * * * *


	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	




8.x 
Conclusions for MAP/SS7 and Diameter Interfaces

8.x.1 
MAP/SS7 interface

As evaluated in sec.6.2.5.1, the recommendation in this study is to use existing mechanisms of SS7 and TCAP in particular to handle congestion. 

8.x.2 
Diameter Interface 
It has been identified as a problem that overload signalling in Diameter is of coarse granularity and is deployed in a hop-by-hop manner. Diameter applications need to respond to overload. Without standardized mechanisms at some layer (Diameter application, base protocol, transport, network, etc.) the Diameter-based protocol interfaces used by functional entities in the 3GPP architecture cannot obtain detailed or useful information to avoid overload or respond to congestion. It is therefore proposed to find a standardized means to convey necessary congestion information between functional entities that use a Diameter-based protocol interface.
* * * End of the 2nd changes * * * *
* * * End of the 3rd changes * * * *
Annex X: Core network interfaces and services using Diameter as well as overload impact
This section provides information on core network nodes, interfaces and services using Diameter and impact due to overload. 
Editor’s Note: the following table is under development.
	Table x. CN Nodes and their related interfaces using Diameter


	CN nodes
	Defined interface
	Services
	overload impact

	PCRF –PCEF/TDF
	Gx, Sd
	Policy control and DPI
	Denial of services, loss of policy control for service personalization and network optimization, billing errors and revenue loss

	PCRF/PCEF/AS/MRFC—OCS/OFCS 
	Sy, Gy/Ro, Ro, Gz
	Online/offline charging, service authorization, policy control, charging information reporting
	Denial of some services, billing errors and loss of revenue

	PCRF—AF, P-CSCF
	Rx
	application and IMS services
	Denial of IMS services

	
	
	
	

	HPCRF--VPCRF
	S9 
	Roaming authentication/authorization
	Loss of roaming service

	CDF/CGF—MRFC/MGCF/AS/SCC-AS/I-/S-CSCF, etc
	Rf
	Offline charging, 
	

	HSS—MME/SGSN
	S6a, S6d
	Mobility management, registration, authentication and location services
	Denial of Services, signalling storms leading to congestion collapse, and persistent inability to access the network,

	HSS—GMLC/MME
	SLg, SLh
	UE location reporting
	Unable to provide location information to core/IMS network, including emergency services, lawful interception and location services.

	HSS/UDC—I-/S-CSCF
	Cx/Dx
	UE IMS registration, authentication, and domain management
	Denial of IMS services, signalling storm leads to congestion collapse, reselection from LTE to 2/3G,

	HSS—SCC-AS/AS
	Sh/Dh
	IMS services delivery
	Denial of or unpredictable behavior of certain services (e.g., voice call routed to voicemail, delayed messaging…)

	HSS—BSF
	Zh
	Bootstrapping Server Function 
	


Note 1: Reference: TS 23.203, TS 32.240,

Note 2: If a DRA (Diameter Routing Agent) is deployed, it relays these interfaces between functional nodes to HSS and/or PCRF.

* * * End of the 3rd changes * * * *
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