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Abstract of the contribution: 
This contribution provides a load/overload control mechanism at MTC-IWF which also contains the interaction between the MTC-IWF and network nodes of 3GPP system to handle the following network congestion cases: MME overload control, NAS level congestion control, P-GW overload control, and throttling of downlink data notification mechanism. It is proposed to discuss and conclude an overload/congestion control solution for the inclusion in TR 23.888.
Discussion: 

For MTC device triggering, the MTC server can send trigger requests with trigger indication information to the 3GPP system for further processing to trigger target MTC devices. However due to network congestion the network nodes in 3GPP system may not be able to process the trigger requests from the MTC servers or the responses to the trigger requests from the target MTC devices. 

In the SA2#86 meeting, it is agreed that the massive trigger requests would cause network nodes overload situations and the network node, MTC-IWF, needs a load control mechanism to alleviate the traffic load from the MTC servers by the requirement as follows:
-
It shall be possible to provide a load control mechanism for the trigger requests, e.g. controlling the ingress rate of triggers from a specific MTC server at the MTC-IWF or the aggregate ingress rate from all MTC servers at the MTC-IWF or by some other means to reduce the load on the network.

It is also agreed the following requirement that when conducting NAS level congestion control the network needs to perform trigger load control by suppressing trigger requests:
-
NAS level congestion control assumes that the network will not trigger the UE as long as the particular congestion situation remains. Trigger load control mechanisms shall ensure that the network congestion is not exacerbated by UEs that respond to triggers.
Editor’s note: It is FFS how existing or new congestion control mechanism works with the selected triggering solution to control trigger requests.
According to the architectural reference model for MTC, described in clause 4.3, the MTC-IWF hides the internal PLMN topology and forward trigger requests received from MTC servers over MTCsp to invoke specific functionality in the PLMN via control/user plane. It is proposed that the MTC-IWF being the first network node to receive trigger requests from the MTC servers shall incorporate load/overload control function in two phases:

1. Load control to the MTC servers: the MTC-IWF provides functions to restrict the trigger load generated by the MTC servers. 
· The MTC-IWF may detect the trigger load associated with a particular MTC server, a specific application identifier, etc. 
· With load control mechanism at MTC-IWF, it is anticipated that the trigger load generated by each MTC server to the MTC-IWF is handled well so that the trigger requests do not cause network congestion/overload on network nodes inside of the 3GPP system.
2. Load/overload control to the 3GPP system: the MTC-IWF provides function to restrict the trigger load generated on the forwarding network node inside of 3GPP system, especially when the network nodes start with existing congestion/overload control mechanisms due to network congestion. 
The interaction between the MTC-IWF and the network nodes inside of the 3GPP system based on the existing congestion/overload control mechanisms is as follows:
· NAS level congestion control for trigger requests (trigger delivery via Control-Plane): 
· To reflect the amount of trigger load that the MME/SGSN wishes to reduce, the MME/SGSN can send OVERLOAD START message on Sxx interface with optional IEs indicating the suppression factor; suppression duration or subcategories, e.g. a specific application identifier, or a specific priority type, to reduce the trigger load from the MTC-IWF. 
· For APN based congestion control, the optional IEs may also indicate the congested APN information. 
· Throttling of Downlink data notification for trigger requests on S-GW (trigger delivery via User-Plane): 
· To reflect the amount of trigger load that the MME/SGSN wishes to reduce, the MME/SGSN can request the S-GW to selectively reduce the number of Downlink Data Notification requests for triggering target UEs in idle mode.
· P-GW overload control (trigger delivery via User-Plane): For a UE where an IP address is available in the MTC Server, the MTC-IWF may decide to use MT IP communication for sending a trigger request to the target UE.
· The P-GW can provide overload control mechanisms for avoiding and handling overload situations by indicating a "P-GW back-off time" for a specific APN to the MTC-IWF. 
· The MTC-IWF suppresses the trigger requests which are associated to a congested APN for a back-off time.
Other open issues:

· The MTC-IWF shall not suppress trigger requests for emergency services or high priority services due to network congestion.
· It is FFS how the network node obtains APN information of the trigger requests, e.g. information sending from the MTC server, the mapping between application identifier and the APN information, the MTC subscription.
Conclusion: 

It is proposed to discuss and add the text changes below for inclusion into TR 23.888.
* * * First Change * * * *
6.X
Solution – Load/Overload Control via MTC-IWF

6.x.1
Problem Solved / Gains Provided

See clause 5.8 
"Key Issue – MTC Device Trigger", 

6.x.2
General
For MTC device triggering, the MTC server can send trigger requests with trigger indication information to the MTC-IWF for further processing to trigger target MTC devices. However due to network congestion the MME/SGSN may not be able to process the trigger requests from the MTC-IWFs or the responses to the trigger requests from the target MTC devices.
The MTC-IWF shall contain load/overload mechanisms for handling and avoiding overload situations.  In addition, under unusual circumstances (e.g. when the load of MME/SGSN exceeds an operator configured threshold or the MME/SGSN performs NAS level congestion control), the MME/SGSN shall restrict the load of trigger requests that are generating on it by its MTC-IWFs and S-GWs if it is configured to enable the overload restriction.
With above considerations, there are two phases that the MTC-IWF shall perform to restrict the load of trigger requests from the MTC servers as well as to restrict the generated load of trigger requests on the MMEs/SGSNs. The first phase is to conduct load control on MTC servers and the second phase is to conduct overload/congestion control based on the guidance from the MME/SGSNs and/or P-GWs.
6.x.3: Load Control Mechanism
The use of the load control on MTC-IWF is for handling of signalling load and avoiding signalling overload from the MTC servers sending triggering requests to target UEs which may be for a specific application.
The MTC-IWF should detect the trigger signalling load associated with a particular MTC server, a specific application identifier, etc. The MTC-IWF performs the load control based on criteria such as: 
-
The ingress/service rate of triggers from a specific MTC server; or

- 
The aggregate ingress/service rates from all MTC servers; or

-
The maximum number of queuing trigger requests from a specific MTC server or all MTC servers for further processing; or
-
One or multiple MME/SGSNs indicate congestion to the MTC-IWF; or

-
One or multiple PDN GWs of an APN are not reachable or indicated congestion to the MTC-IWF.
The MTC-IWF and MTC servers shall support the functions to provide load control over the MTCsp interface in the following manners:

-
The MTC-IWF shall provide the rules/instructions to the MTC server for sending trigger requests, e.g. ingress rate of trigger request, ingress rate of trigger request for a particular application identifier, ingress rate of trigger requests for a specific priority type, etc.

-  The MTC-IWF shall be able to report the success or failure of the trigger (e.g. due to network congestion) to the MTC server.

-  The MTC server shall follow received rules/instructions received from the MTC-IWF and/or follow the policies of the MTC subscription to control traffic load of the trigger requests.

With load control mechanism at MTC-IWF, it is anticipated that the trigger load generated by each MTC server to the MTC-IWF is handled well. However under certain circumstances, e.g. network congestion on the MME/SGSNs or P-GW, the MTC-IWF may be overloaded due to slow forwarding rate of the trigger requests to the congested MME/SGSNs (trigger delivery via control plane) or P-GW (trigger delivery via user plane). In this case, the MTC-IWF needs to conduct overload control which is detailed in the following subclause 6.x.4. to adjust load control rules/instructions to the MTC servers, as indicated in 6.x.3.
6.x.4: Overload Control of Trigger Requests
To control trigger requests from MTC-IWF and S-GW that generates trigger loads on the MME/SGSN, the overload control can be achieved by the MME/SGSN invoking the overload control procedure to MTC-IWF over Sxx interface and S-GW. The MTC-IWF performs the overload control by suppressing trigger requests, e.g. to stop forwarding the stored trigger requests to the next network node, to reject/drop the new arrival trigger requests with/without notification message to the MTC server, or to delete the stored trigger request with reporting the trigger failure to the MTC server.

6.x.4.1: Control-Plane
To reflect the amount of trigger load that the MME/SGSN wishes to reduce, the MME/SGSN can sent Sxx interface OVERLOAD START message with optional IEs indicating the suppression factor, suppression duration, and/or suppressing subcategories, e.g. a specific application identifier, a specific priority type, etc., to reduce the trigger load from the MTC-IWF.
Further, to prevent the network congestion from being exacerbated by UEs that respond to triggers, the network shall ensure that no UEs is triggered as long as the particular congestion situation remains in the following manners:

-  If the MME/SGSN supports the NAS level congestion control, the MME/SGSN shall sends Sxx interface OVERLOAD START message to the MTC-IWF for General NAS level Mobility Management Congestion Control or for APN based Congestion Control by including an optional IEs indicating a particular congested APN. The MTC-IWF shall reduce the trigger load of trigger requests for the UE that is targeting at the congested APN (see TS 23.401 subclause xxx [x]) by suppressing the trigger requests.
Editor’s note: It is FFS how the network node obtains APN information for the trigger requests.
-  If the MME/SGSN stores the trigger request for a target UE, the MME/SGSN shall stop forwarding the trigger request to the UE and restart forwarding the trigger request when the network congestion is resolved and the validity time of the trigger is not expired.

-  During an overload situation the MME/SGSN and MTC-IWF should attempt to maintain support for triggering UEs for emergency bearer services or high priority services.
When receiving an OVERLOAD START message from the MME/SGSNs, the MTC-IWF can suppress the trigger requests from the MTC servers to reduce trigger load by load control mechanism as depicted in subclause 6.x.3 or by sending OVERLOAD START message over MTCsh interface with optional IEs indicating suppression factor, suppression delay or the suppression subcategories, e.g. an application identifier, a priority type, a specific MTC server, a specific TCP/UDP port, etc., to suppress the triggers from one or more MTC servers.
The MME/SGSN and MTC-IWF shall not suppress trigger requests for emergency services or high priority services due to network congestion.
When the MME/SGSN is recovering, the MME/SGSN can:

-
send OVERLOAD STOP messages with optional IEs for suppression triggers, or

-
send OVERLOAD START messages with new optional IEs that permits more trigger traffic to be carried, or

-
resume handling triggers when the suppression delay is expired,
to the MTC-IWF.

6.x.4.2: User-Plane
For a UE where an IP address is available in the MTC Server, the MTC-IWF may decide to use MT IP communication for sending a trigger request to the target UE. To prevent the trigger failure due to network congestion, the P-GW can provide overload control mechanisms for avoiding and handling overload situations by indicating a "P-GW back-off time" for a specific APN to the MME/SGSN and MTC-IWF, which maybe based on criteria such as: Maximum number of active bearers per APN; and/or Maximum rate of bearer activations per APN.

In TS 23.401 clause 4.3.7.5, when receiving the rejection from the P-GW, the MME/SGSN rejects the UE's PDN connection request as specified in clause 4.3.7.4.2. If the MTC-IWF receives the notification message from a P-GW with optional IE indicating a specific APN and a back-off time, the MTC-IWF suppresses the trigger requests which is associated to a congested APN for a back-off time.
Editor’s note: It is FFS how the network node obtains APN information for the trigger requests.
Further, under unusual circumstances (e.g. when the MME load exceeds an operator configured threshold), the MME/SGSN may restrict the signalling load that its S-GWs are generating on it, if configured to do so. The MME can reject Downlink Data Notification requests for triggering target UEs in idle mode or to further offload the MME by requesting the S-GW to selectively reduce the number of Downlink Data Notification requests for triggering target UEs in idle mode according to a throttling factor, a throttling delay, or a specific subcategories (e.g. application identifier, priority type) specified in the Downlink Data Notification Ack message. The S-GW resumes normal operations at the expiry of the throttling delay.
6.x.4
Impacts on existing nodes or functionality

· MTCsp interface shall support protocols and messages for signaling suppressing trigger requests between the network node and the MTC server.
· The interface between MTC-IWF and MME/SGSN or P-GW shall support protocols and messages for triggers suppression.
· MTC server needs to follow the load control rules sending from the MTC-IWF or configured in the MTC subscription.
· MTC-IWF needs to detect trigger load and support load/overload control mechanisms to the MTC servers, MME/SGSN, and P-GW.
· MME/SGSN initiates overload control on triggers from the MTC-IWF when conducting NAS level congestion control.
· P-GW initiates overload control on triggers from the MTC-IWF.
· S-GW conducts throttling of downlink data notification request on trigger requests.
6.x.5 
Evaluation
Benefits:

- Enable the MTC-IWF to regulate trigger loads by load/overload control to reduce the signalling traffic from the trigger requests received from MTC servers.

- Protect network nodes (e.g. MME/SGSN, P-GW, S-GW, MTC-IWF) effectively from network congestions due to massive simultaneous trigger requests from MTC servers.
- Avoid the massive individual reject messages sending from a congested network node to respond each trigger request.
Drawbacks:

- Network nodes need to support the enhanced function for overload/congestion control.

Other related issues:

1)  Delivery of device trigger information from 3GPP system to UE:
- Some information, e.g. validity time, priority type, contained in trigger request message may have impact on the handling of trigger suppression.
2)  Submission of device trigger requests from MTC server to 3GPP system:
- The MTCsp interface shall support the protocol for the load control related messages.
- The MTC server shall follow the rules/instructions sending from the MTC-IWF.

- The MTC-IWF shall support load/overload control mechanism based on the detection of criteria or received message sending from the MME/SGSN or P-GW.

3)  3GPP system internal handling of device triggers:
- The network shall support the overload control mechanism based on delivery of device trigger requests in the control plane (e.g. NAS level congestion control) and in the user plane (e.g. throttling of downlink data notification on SGW).

- The protocol and the messages of the interface between MME/SGSN and MTC-IWF shall support overload control.
- The protocol and the messages of the interface between P-GW and MTC-IWF shall support overload control.
* * * Second Change * * * *

5.8
Key Issue - MTC Device Trigger

5.8.1
Use case description

For many M2M applications there may be an interest to have poll model for communications between MTC devices and the MTC Server. This may be because the MTC User wants to be in control of communication from MTC Devices, and does not allow MTC Devices to randomly access the MTC Server. Also for applications where normally the MTC Devices initiate communications, there may occasionally be a need for the MTC Server to poll data from MTC devices.

If an MTC Server has an IP address available for the device it needs to poll data from, it tries to communicate with the device using the IP address. If the communications fails, or if no IP address is available for the device, the MTC Server can use the MTC Device Trigger to try to establish the communication. This may cause a PDP/PDN connection to be established if it didn’t exist or re-established if it wasn’t working e.g. after an error condition in the network. It is important that it can be guaranteed to the MTC User that MTC Devices can only be triggered by authorized MTC Servers. If the network is not able to trigger the MTC Device, e.g. due to network congestion, the network may report the trigger failure to the MTC Server. The MTC Device Trigger is a service provided by the 3GPP system for the MTC server over control plane signalling.
Triggering of MTC Devices is based on the use of an identifier identifying the MTC Device that needs to be triggered. The identifier used by the MTC User in the triggering request to the MTC Server can be different from the identifier used by the MTC Server in the triggering request to the PLMN network.
5.8.2
Required Functionality

The following functionality is required to trigger MTC Devices:

-
The PLMN shall be able to trigger MTC Devices to initiate communication with the MTC Server based on a trigger indication from the MTC server.

-
The network shall provide a mechanism such that the MTC Device can only receive trigger indications from authorized MTC Servers.

-
Upon receiving a trigger indication from a source that is not an authorised MTC Server, the network shall be able to provide the details of the source (e.g. address) to the MTC User. 

-
The network shall provide a mechanism to the MTC User to provide a set of authorized MTC Server(s).
-
The trigger mechanism shall be able to provide a scalable transmission of trigger request and trigger response messages for multiple MTC Devices in the PLMN and on the interfaces to the MTC Server.

-
The main characteristic of the device trigger feature is the control plane interaction between the MTC Server and the 3GPP system that initiates all necessary functions or procedures within the 3GPP system and towards the MTC Server to enable the MTC Server to send user plane data towards the MTC Device. Any triggering activity on MTC application level, which results in traffic being transferred by the 3GPP system transparently as user plane data, is not considered as device trigger (feature).

-
A MTC Device shall be able to receive trigger indications from the network and establish communication with the MTC server when receiving the trigger indication. Possible options are:

-
Receiving trigger indication in detached state and establish communication.

-
Receiving trigger indication in attached state and the MTC device has no PDP/PDN connection.

-
Receiving trigger indication in attached state and the MTC device has a PDP/PDN connection.

NOTE 1:
There are currently available solutions to trigger MTC Devices (e.g. unanswered CS call attempts, sending an SMS). However, these have disadvantage when used at a large scale (e.g. they are based on MSISDNs), and work only for attached MTC Devices. This key issue will investigate possible improvements over the currently available means for triggering.

NOTE 2:
In reference to the three sub-bullets above (beginning with “Receiving trigger indication in…”), the trigger indication denotes a control plane indication specific to the MTC Device Trigger feature, including the case of the MTC device having a PDP/PDN connection. Reasons for recurring to device triggering in the latter case are e.g. when the MTC Server does not know the IP address assigned to the MTC Device, or when the MTC device does not respond after using MT IP communication e.g. due to network problems or that the IP address has become obsolete, or when the MTC device is not user plane reachable by a MTC Server over the currently established PDP/PDN connections, or because of other reasons where user plane communication needs to be initiated from the MTC device side.

-
A HPLMN supporting the MTC device trigger feature shall provide an interface for reception of a trigger indication into the PLMN in order to be delivered by the network to the addressed MTC device. This MTCsp interface:

-
shall be globally consistent (i.e. the same) across PLMNs supporting the MTC device trigger feature.
-
shall not require the MTC server to have prior knowledge of the current reachability state (e.g. attachment and PDP context/PDN connection states) of the targeted MTC device.
 -
shall allow for providing a validity or life time that indicates how long the network should store the trigger request when it cannot be delivered to the UE, e.g. when the UE is not reachable or when load control prevents immediate delivery

-
PLMNs supporting the MTC device trigger feature shall be able to collect appropriate CDRs for each trigger delivered to a UE.

NOTE 3:
This interface does not preclude an MTC server from interrogating/monitoring the network for the current reachability state of a MTC device.

NOTE 4:
For backwards compatibility reasons, this interface does not preclude a MTC server from using a pre-existing interface (e.g. submitting an SMS-based trigger indication directly to an SMS-SC).  However, the intention would be for MTC service providers to migrate towards utilizing this new interface for device triggering.
-
The network shall be able to report the success or failure of the trigger (e.g. due to network congestion) to the MTC server, if so requested by the MTC Server.
-
It shall be possible to provide a load control mechanism for the trigger requests, e.g. controlling the ingress rate of triggers from a specific MTC server at the MTC-IWF or the aggregate ingress rate from all MTC servers at the MTC-IWF or by some other means to reduce the load on the network.

-
NAS level congestion control assumes that the network will not trigger the UE as long as the particular congestion situation remains. Trigger load control mechanisms shall ensure that the network congestion is not exacerbated by UEs that respond to triggers.

-
In the triggering request to the PLMN the MTC Server shall use an external identifier to indicate the UE used for MTC that is required to be triggered. 

NOTE 5:
The identifier used by the MTC User in the triggering request to the MTC Server can be a different identifier than the one used by the MTC Server in the triggering request to the PLMN. The identifier used by the MTC User is out of scope of 3GPP standardisation and may e.g. be an application specific identifier.

* * * Forth Change * * * *

7.2
Interim conclusions for release 11 specification work 
7.2.1
IP Addressing – Key Issue 5.3

This clause contains the agreed conclusions corresponding to Key Issues 5.3.

3GPP Release 11 specifications should be developed in the following areas:

a) IPv6 as the primary solution for IP addressing of UEs used for MTC.

b) A few key IPv4 addressing solutions are documented in appropriate annexes as described in sub clause 8.2. IPv4 based solutions are considered transition solutions and are deprecated.
NOTE 1:
The scenario where the MTC Server and/or its end-to-end connection to the mobile operator’s domain is dependent on IPv4 addressing will be reduced as the migration to IPv6 proceeds. However an IPv6 capable MTC Server (i.e. dual-stack) in an IPv4 public address space can still be a valid scenario for some years. For such scenarios where there is no end-to-end IPv6 connectivity, well known transition mechanisms can be used. This is considered normal network design and should be transparent to 3GPP specifications. Therefore an MTC Server using IPv6 addressing connected to IPv6 UE used for MTC over a public IPv4 address space can be considered as an IPv6 scenario (i.e. scenario A in subclause 5.3.1).

Editor's note: It is FFS if well know transition mechanisms will provide the scalability for the number of bindings required per GGSN/PGW and MTC Server/Application combinations.

Editor's note: what IPv4 addressing solutions to be documented needs to be decided.

7.2.2
MTC Device Triggering – Key Issue 5.8

Editor's note: The conclusions do not imply a decision whether there will be one or multiple triggering methods standardised.

This clause contains the agreed conclusions corresponding to Key Issues 5.8. 3GPP Release 11 specifications should be developed in the following areas:
1)  Delivery of device trigger information from 3GPP system to UE:
a) For MTC Device Triggering when an E.164-MSISDN is assigned to each UE used for MTC, an approach, at least using pre-Rel-11 Mobile Terminated SMS (MT-SMS) shall be supported for delivering the actual trigger information from the 3GPP system to the UE, except for devices that may camp on E-UTRAN cells, whereby the solution is applicable only when the UE also has a CS domain subscription or the UE and network support SMS using SMSoSGs as defined in TS 23.272. This is especially applicable for providing triggers via legacy networks, i.e. networks that don’t deploy any specific trigger delivery mechanism that might be introduced with Rel-11.
Editor’s Note: In order to avoid upgrades to legacy networks a protocol within the SMS body to carry the triggering information identified in 6.40 is FFS.
b) For MTC Device Triggering mechanism shall be specified for devices that not have an E.164-MSISDN.

2)  Submission of device trigger requests from MTC server to 3GPP system:
a) The standardised protocol used from the MTC Server to the 3GPP system via reference point MTCsp should support both triggering with unique E.164-MSISDN (for backward compatibility) and without such an MSISDN. The MTCsp is provided by an MTC-IWF. It is transparent for the MTC server how the triggering information is delivered by the 3GPP system to the UE. 

b) It shall be possible for an MTC server to resolve the MTC-IWF(s) address(es) for a particular UE, e.g. by DNS
c) The MTC-IWF performs PLMN related control functionality such as MTC server authentication, trigger request authorization and charging, and shields the MTC server from the actual trigger delivery mechanism used in the PLMN.
d) The standardised protocol used from the MTC Server to the 3GPP system via reference point MTCsp should support load control related message sending from the MTC-IWF.
e) It shall be possible for an MTC server to follow the rules/instructions for load control sending from the MTC-IWF(s).
f) The MTC-IWF shall perform load/overload control functionality.
3)  3GPP system internal handling of device triggers:
a) The protocols within the PLMN should support an option where the UE can be identified without the use of an E.164-MSISDN. A PLMN may support delivery of MT-SMS submitted with an IMSI as destination address instead of an E.164-MSISDN. However, in order to avoid exposure of IMSI outside of MNO domain, this shall only be allowed for SMEs located in the MNO domain.
b) The MTC-IWF selects the trigger delivery mechanism, performs identifier mapping and protocol translation if necessary, e.g. to reformat the triggered request to match the selected trigger delivery method, and routes the request towards the relevant network entity.
c) The protocol of the interface between the MTC-IWF and the MME/SGSN should support overload control related message.
d) The protocol of the interface between the MTC-IWF and the P-GW should support overload control related message.
e) It shall be possible for the network nodes e.g. MME/SGSN, P-GW, S-GW to support Enhanced functions for overload/congestion control on triggers including NAS level congestion control, S-GW throttling downlink data notification, and P-GW overload control.

7.2.3
MTC Identifiers – Key Issue 5.13
This clause contains the agreed conclusions corresponding to Key Issues 5.13. 3GPP Release 11 specifications should be developed in the following areas:
a) IMSI is the internal identifier. It shall be allowed to map between IMSI and the external identifier(s).

b) The existing 3GPP identifiers are not modified, i.e. there will be neither changes to IMSI/IMEI structure nor other changes to existing 3GPP identifiers.
c) When MSISDN is not available for charging in PS domain, IMSI shall be used for charging purposes.
d) Alternative identifier(s) to MSISDN shall be supported on the MTCsp as the external identifier(s).

* * * End of Change * * * *
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