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Abstract of the contribution: This contribution provides comparative evaluation of the IPv4 Addressing Solutions that are documented in TR 23.888 and proposes to focus the efforts and continued work on some of these solutions. 
Background
The Interim Conclusions regarding the Key Issue 5.3 – IP Addressing, as documented in TR23.888 section 7.2, states the following:  

7.2
Interim conclusions for release 11 specification work 
7.2.1
IP Addressing – Key Issue 5.3

This clause contains the agreed conclusions corresponding to Key Issues 5.3.

3GPP Release 11 specifications should be developed in the following areas:

a) IPv6 as the primary solution for IP addressing of UEs used for MTC.

b) A few key IPv4 addressing solutions are documented in appropriate annexes as described in sub clause 8.2. IPv4 based solutions are considered transition solutions and are deprecated.
The following has also been the rough consensus in the SA2 regarding the Addressing aspects:
	Addressing

(TS 22.368, 7.1.3)
	· Interim Conclusions agreed in 7.2.1
	· What IPv4 addressing solutions need to be documented?

· Need a standardized approach together with triggering to make a UE reachable for a server, specifically when then there is some NAT used


	· CRs for IPv6 solutions.

· Informative Annex for documenting IPv4 addressing mechanism.

· No new solutions without many cosigning companies.
	· TS 23.221 (refer S2-113106)

· TS 23.228?


Support for IPv4 addressing is a requirement for 3GPP systems for Machine Type Communications. Several solutions for IPv4 Addressing have been documented in TR 23.888. This contribution provides a comparative assessment of such IPv4 addressing solutions and proposes to focus the efforts and the continued work on some of these solutions. Specifically the following IPv4 addressing solutions documented in TR 23.888 have been considered for the evaluations:
1. Clause 6.18 – MT Communication with NATTT

2. Clause 6.19 – MT Communication with Micro Port Forwarding

3. Clause 6.29 – IP address assignment mechanisms

4. Clause 6.54 – NAT Traversal using controlled NAT

5. Clause 6.55 – NAT Traversal using Session-Controlled NAT (previously called Non-Managed NAT)

Discussions
Section 5.3 in TR23.888 provides a framework and the selection criterion for the evaluation of the IPv4 Addressing solutions. Considered important are the criterions that relate to the impacts to the existing system, to the terminal and to over the air messaging. Criterion related to the solution complexity, scalability, robustness and support for all communication and IPv4 Addressing models are also important.
Based on such criterion, it is reasonable to support “Dedicated APN Tunnelling” solution (clause 6.29). However, this solution has scalability concerns when applied to the Direct and Hybrid communication models. This solution is expected to have scalability issues when applied to Device-to-Device communication model as well. In addition, the Dedicated APN Tunnelling solution is applicable only for the IPv4 Addressing scenario when both the MTC Device and the MTC Server are located in the same IPv4 address space. The IPv4 Addressing scenario wherein the MTC Server and the MTC Device are located in different IPv4 addressing spaces e.g., the MTC Server in public IPv4 address space and the MTC Device in a private IPv4 address space is not addressed by the “Dedicated APN Tunnelling” solution.

It is, therefore, necessary to consider solutions that make MTC devices reachable from the MTC Servers that are located in a different IPv4 address spaces and a NAT is used in the 3GPP network. Such solutions described in clauses 6.18, 6.19, 6.54 and 6.55 of TR23.888 have been considered in the evaluations in Table 1 below. 
Based on the evaluation criterion in Table 1, it is reasonable to adopt the “NAT Traversal using Session-Controlled NAT” solution described in clause 6.55 of TR23.888. 
Briefly stated, ‘Session-Controlled NAT” solution has the following advantages over the other compared solutions:
1. No scalability issues. 

Micro Port Forwarding (MPF) solution has scalability concerns due to the need to configure MPF rules at several entities, such as the MTC Server, the MTC Device and in the Subscriber Database, for a large number of MTC devices. This solution is expected to have scalability concerns for device-to-device communication model also. 

NATTT solution could have scalability concerns due to need for DDNS updates in real time for local breakout scenario.

2. No impact to the MTC Device and no impact to the Over the Air signalling.

For MPF solution the MTC device is affected. MPF rules need to be configured in the MTC device. There is impact to the over the air signalling as well. Over the air signalling carry MPF rules specific parameters. 
3. No impact on the MTC Server, hence MTC Server complexity is low.

For the MPF solution, the MTC Server complexity is high. The MTC Server needs to support configuration and storage of MPF rules for potentially a very large number of MTC devices. 

In NATTT solution also, the MTC Server complexity is high. It needs to support new NATTT specific DNS records and UDP/IP encapsulations for each MTC device.
4. Low impact to 3GPP specifications. New STUN/TURN client and server functions are needed in the operator network for the “Session Controlled NAT” solution. These entities conform to the IETF specifications and require no 3GPP specific enhancements. Some new PLMN signalling procedures need to be specified though. It is important to note that there is no impact to over the air signalling.

For the MPF solution, the impact to the 3GPP specifications is high. New PLMN signalling procedures need to be specified for generating and configuring MPF rules at the NAT device. Enhancements to over the air signalling procedures are also needed. The solution requires extensive configuration of complex MPF rules in several network entities, such as the MTC Device, the MTC Server and in the Subscriber Database. MTC devices are affected as well. 
5. No dependency on the work in other SDOs.

NATTT solution requires the IETF to standardize new DNS record for supporting NATTT specific parameters in the public DNS infrastructure. It may also take a while till such public DNS infrastructure is widely deployed.

6. All communication models are supported – Direct, Indirect and Hybrid. No tunnelling for UP traffic is required.

For NATTT solution, though it supports all communication models, requires UPD/IP tunnelling between the MTC Server and the NATTT device for each MTC device.

7. Supports traditional NAT devices.

MPF solution requires NAT devices to be customized for supporting MPF rules as per 3GPP specific requirements.

8. System Robustness – Procedures for the detection and recovery from NAT failure/reboots are available.

For the MPF solution, the NAT device is a single point of failure. MPF rules are lost with the failure of the NAT device and there are no known recovery procedures.

NATTT solution requires updating stale DNS records with the address of the new NATTT at the authoritative DNS server. Procedures for the recovery of stale DNS records in the MTC Server are not known and are based on timeout mechanisms only.

As per the analysis above and the evaluations in Table 1 below, it is evident that Session-Controlled NAT solution has significant advantages over the MPF and the NATTT IPv4 Addressing solutions. 
Therefore, it is proposed to focus further efforts on “Session-Controlled NAT” solution described in clause 6.55 of TR23.888. A companion document (S2-113960) proposes the “Documentation Approach for MTC IP Addressing Solutions” with focus on the Session-Controlled NAT solution.
It is also proposed to enhance the text in section 5.3 of TR23.888 as per the ‘Proposal” section below.

Table 1.  IPv4 Addressing Solutions – Evaluations
	Criteria 
	Solution: 
Dedicated APN tunnels 
(Clause. 6.29) 
	Solution:
NAT Traversal using Session-Managed-NAT 
(Clause 6.55)
	Solution: 
MT Communication with NATTT 
(Clause 6.18)
	Solution:
MT Communication with Micro Port Forwarding 
(Clause 6.19)
	Solution:
NAT Traversal using controlled NAT 
(Clause 6.54)

	The mechanism shall be scalable
	Adequate IPv4 address space.

Applicable for all communication models – Direct, Indirect and Hybrid.

Scalability concerns for Direct, Hybrid and Service Provider controlled Indirect communication models.

	Adequate IPv4 address space.

Applicable for all communication models – Direct, Indirect and Hybrid.
No scalability issues.
	Adequate IPv4 address space.

Applicable for all communication models – Direct, Indirect and Hybrid.

Scalability concerns for DDNS updates in real time for local breakout scenario.

	Adequate IPv4 address space.

Applicable for all communication models – Direct, Indirect and Hybrid.

Scalability issues due to the need to configure MPF rules in several entities for a large number of MTC devices.
Scalability issues expected for Device-to-Device communication model as well.
	Not many details about the solution have been provided.



	The mechanism shall minimize the required configuration by the MNO and the MTC User;
	Impact: Medium
APN configuration needed at the MTC device.
Extensive configurations needed when a high numbers of VPN tunnels are required per MTC Server/MTC Application.
	Impact: None
No configurations required.

	Impact: None
No configurations required.

	Impact: High
Extensive configuration of MPF rules at the MTC device, MTC Server and in the Subscription Database.
	Impact: Not known.

Not many details about the solution have been provided.



	The mechanism shall minimize the required messaging transactions by the MTC Server to initiate MT communications;
	Impact: Medium
Message transactions needed for not-always-on support.

	Impact: Medium

Message transactions needed for not-always-on support.


	Impact: Medium

Message transactions needed for not-always-on support.


	Impact: High
Message transactions needed for not-always-on support. Such message transactions have impact the air interface also.
	Impact: Not known


	The mechanism shall minimize the messaging sent over the air to the MTC Device;
	Impact: None

No additional messaging or parameters over the air.

	Impact: None
No additional messaging or parameters over the air.

	Impact: None
No additional messaging or parameters over the air.

	Impact: Yes
No additional messaging over the air.

But, MPF rules specific parameters sent in over the air messages.
Possible UP traffic over the air depending on the method used to update MPF rules at the MTC Server.
	Impact: Not known

Not many details about the solution have been provided.



	The mechanism shall minimize any additional user plane latency;
	Impact: None
Any additional latency similar to the additional latency for other solutions.
No change to user plane latency.


	Impact: None
Any additional latency similar to the additional latency for other solutions.

No change to user plane latency.


	Impact: None
Any additional latency similar to the additional latency for other solutions.

No change to user plane latency.


	Impact: None
Any additional latency similar to the additional latency for other solutions.

Possible additional user plane latency depending on the method used to update MPF rules at the MTC Server.
	Impact: Not known



	The mechanism shall minimize any additional security threats to the MTC Device
	Impact: No additional security threat
IPSec tunnels/VPNs used for UP traffic.


	Impact: No additional security threat
Message Integrity protected STUN/TURN messages.

Only authorized MTC Servers can obtain the mapped transport address for the MTC device.
	Impact: No causes for additional security threat have been identified.


	Impact: No additional security threat
MPF rules configured only for authorized MTC Servers.


	Impact: Not known



	Direct Model - Direct Communication provided by the 3GPP Operator: The M2M Application connects directly to the operator network without the use of any MTC Server;
	Supported

IPSec tunnel required with the Application server/IPSec GW in the public network.

Possible scalability issues. 
	Supported

No tunnelling required.

No scalability issues.
 
	Supported

No tunnelling required.

No scalability issues.
 
	Supported

No tunnelling required.

No scalability issues.

	Not known,



	Indirect Model – MTC Service Provider controlled communication: The MTC Server is an entity outside of the operator domain. 
	Supported

IPSec tunnel with MTC Server.


	Supported

No tunnelling required.

	Supported

UPD/IP tunnel required.


	Supported

No tunnelling required.

	Not known.



	Indirect Model – 3GPP Operator controlled communication: The MTC Server is an entity inside the operator domain
	Supported

VPN tunnel with MTC Server.
	Supported

No tunnelling required.

	Supported

UDP/IP tunnel required.

	Supported

No tunnelling required.

	Not known



	Hybrid model
	Supported

IPSec tunnel required with the Application server/IPSec GW in the public network.

Possible scalability issues.
	Supported

No tunnelling required.

No scalability issues.

	Supported

No tunnelling required.

No scalability issues.

	Supported

No tunnelling required.

No scalability issues.

	Not known



	MTC Server Complexity
	Impact: Low

Dedicated APN configuration requirements could have scalability issues.

	Impact: None
No added complexity at the MTC Server.
	Impact: Medium
Added complexity at the MTC Server.

MTC Server needs to support new DNS records and UDP/IP encapsulations for each MTC device.
	Impact: High
Added complexity at the MTC Server.

MTC Server needs to support configuration and storage of MPF rules for a large number of MTC devices.
	Impact: Not known



	Impacts to Standards
	Impact: None

	Impact: Low
New, IETF compliant, STUN/TURN client and server functions in the operator network. These functions need no 3GPP specific enhancements. 

Some new PLMN signalling procedures need to be specified though.
	Impact: Low
New NATTT entity in the operator network.

New DNS records for DDNS bindings and associated new PLMN signalling procedures need to be specified.
	Impact: High
New PLMN signalling procedures for generating MPF rules and configuring such rules at the NAT need to be specified.
Enhancements to over the air signalling procedures needed.
Extensive configuration of MPF rules in several network entities required.
	Impact: Not known



	Support for roaming 
	Supported via HPLMN.

There may be scalability issues for roaming via VPLMN.
	Supported via HPLMN and VPLMN. 
No scalability issues.
	Supported via HPLMN and VPLMN. 
No scalability issues.
	Supported via HPLMN and VPLMN. 
No scalability issues.
	Not known



	Deployment solutions
	Impact: Low

Tunnelling solutions exist today.

	Impact: Medium

STUN/TURN deployments exist today.

Need to develop PLMN specific signalling enhancements only.
	Impact: High

No solutions exist today.


	Impact: High

No solutions exist today.


	Impact: Not known



	Terminal impact
	Impact: Low
Multiple IP addresses and multiple PDP/PDN connections needed for connecting to multiple MTC Servers.
	Impact: None
A single IP address can be used to communicate with several MTC Servers.

	Impact: None
A single IP address can be used to communicate with several MTC Servers.

	Impact: High
A single IP address can be used to communicate with several MTC Servers.
Configuration of MPF rules at the MTC device needed.

Enhancements to over the air messages for supporting MPF rules specific parameters.
	Impact: Not known



	Added complexity to the 3GPP network elements
	Impact: Minimal
Use functions in the existing 3GPP system.
	Impact: Medium

New STUN/TURN client and server functions in the 3GPP network and associated PLMN signalling procedures.  
	Impact: Medium

New NATTT entity in the 3GPP network. New DNS records for DDNS bindings and associated PLMN signalling procedures.
	Impact: High

New PLMN signalling procedures.
Enhanced over the air signalling procedures.

Extensive configuration of MPF rules in several network entities.
	Impact: Not known



	Dependency on other SDOs before the solution is deployable
	Impact: None

	Impact: None

	Impact: Yes

IETF needs to standardize new DNS record for supporting NATTT specific parameters in the public DNS infrastructure

	Impact: Possible

If MTC device updates MPF rules at the MTC Server, need to standardize transport layer messages 

If DDNS procedures are used for storing MPF rules, IETF needs to standardize new DNS record for supporting the 3GPP specific MPF rules.
	Impact: Not known



	Support for traditional NAT Devices
	Not applicable

	Yes.

Traditional NATs supported.
No 3GPP specific enhancements to the NAT device.
	Yes.

Traditional NATTTs, supported.
No 3GPP specific enhancements to the NATTT device..
	No.
NAT devices enhanced with 3GPP specific requirements for the configuration and management of MPF rules.
	No.
NAT device enhanced with 3GPP MTC specific procedures and ALG. Details of such ALG are not known

	Support for Device to Device Communications
	Supported with possible scalability concerns.
	Supported with no scalability concerns.
	Supported with no scalability concerns.
	Supported with possible scalability concerns.
	Not known.



	System Robustness
	Not applicable


	Failure/reboot detection and recovery procedures available.
	Recovery from NATTT failure possible.

Stale DNS records in authoritative DNS server need to be updated.

Recovery of stale DNS records in MTC Server based on timeout mechanisms only.
	NAT is a single point of failure.
No known recovery procedures
	Not known.



	Support for all IPv4 addressing scenarios
	Does not support all IPv4 addressing scenarios
	Supports all IPv4 addressing scenarios
	Supports all IPv4 addressing scenarios
	Supports all IPv4 addressing scenarios
	Not known.


Proposal

It is proposed to update the TR 23.888 v1.4.0 as below.
Begin Changes
.

5.3.3 
Evaluation

IPv6 based addressing for both UEs used for MTC and MTC Servers is considered the primary addressing solution and is preferred to ensure future proof and scalable deployments. IPv4 based addressing solutions are considered transition solutions and are deprecated. 

Solutions for the Key issue IP addressing have been selected by:

1) focusing on the most important and realistic deployment scenarios as per subclause 5.3.1;

2) maximizing the reuse of existing 3GPP standards and minimizing the impact on the 3GPP System;

3) using IPv6 as the primary solution for IP addressing of UEs used for MTC. IPv4 based addressing is deprecated.
NOTE: The scenario where the MTC Server and/or the end-to-end connection between the MTC Server and the mobile operator’s domain are pure and only IPv4 is becoming unlikely, especially in Rel-11 timeframe. However an IPv6 capable MTC Server (i.e. dual-stack) in an IPv4 public address space can still be a valid scenario for some years. For such scenarios when there is no end-to-end IPv6 connectivity, well known transition mechanisms can be used. This is considered normal network design and should be transparent to 3GPP specifications. Therefore an MTC Server using IPv6 addressing connected to IPv6 MTC Devices over a public IPv4 address space is considered an IPv6 scenario (i.e. scenario A in subclause 5.3.1).

The use of dedicated APNs (clause 6.29.2) with tunnelling towards the MTC Server can be used for some IPv4 Addressing scenarios and satisfies the above required selection criteria, required functionality and other criteria as outlined in Table 5.3.3-1  “IPv4 Addressing Solutions – Evaluations” below. It is especially suited when the Indirect Operator Controlled model is used. There may be scalability and configuration concerns when the Direct, Hybrid or Indirect Service Provider Controlled models are used. The solution should be documented as an IPv4 addressing solution, and can also be used as an IPv6 solution to fulfil other requirements such as security.
This approach eliminates any IPv4 Address limitations, allows full use of private IPv4 addressing space and allows overlapping IPv4 address pools. IP address assignment can be handled by the MNO or controlled by the M2M enterprise providing for either static or dynamic addressing assignment. 
MT Communication can be initiated by the MTC Server without the need for issuing a request to the 3GPP system to trigger attached MTC devices using the always on model. This is solved by the relaying of RADIUS/Diameter accounting start/stop messages (clause 6.29.3) to provide an indication of the presence and IP address of MTC Device towards MTC Server. For other connection models, like PDP/PDN connections on demand, device trigger requests may be used similar to any non-always-on solution  together with RADIUS/Diameter updates of MTC Device presence and IP address.

Solution can be achieved with minimal standards impacts using existing 3GPP capabilities and VPN techniques (e.g. MPLS VPN, IPSec Tunnel, and other Layer 2 and Layer 3 tunnelling techniques) over Gi/SGi.
However, “Dedicated APN Tunnelling” solution is applicable only for the IPv4 Addressing scenario when both the MTC Server and the MTC Device are located in the same IPv4 address space. The IPv4 Addressing scenario wherein the MTC Server and the MTC Device are located in different IPv4 addressing spaces e.g., the MTC Server in public IPv4 address space and the MTC device in a private IPv4 address space is not addressed by this solution.

It is, therefore, necessary to document some solution(s) that make MTC devices reachable from the MTC Servers that are located in the different IPv4 address spaces and a NAT is used in the 3GPP network. 
NAT Traversal solution using “Session-Controlled NAT” (clause 6.55) is well suited for such IPv4 Addressing scenario. With this solution, there are no impacts to the terminals and no impacts to the over the air signalling messages. No NAT solution specific configurations are needed at the MTC Device or at any other entity in the PLMN. The solution has no impact to the MTC Server also. The solution supports all communication models without any scalability concerns, has overall simplicity, and supports robust failover recovery mechanisms too. The comparative advantages of this solution are detailed in Table 5.3.3-1, “IPv4 Addressing Solutions – Evaluations” below.

The “Session-Controlled NAT” solution allows full use of the private IPv4 address space for assignment to the MTC devices in the PLMN. The pool of IPv4 addresses can be further enhanced by allowing full private IPv4 address space for a group of GGSNs/P-GWs in the PLMN. This effectively allows multiple private overlapping IPv4 address spaces within the PLMN, with full IPv4 address space for each group of GGSNs/PLMNs, for static or dynamic assignments.

The solution requires new STUN/TURN client and server functions in the operator network. These functions conform to the IETF specifications and need no 3GPP specific enhancements. Some new PLMN signalling procedures need to be specified though, for the mapping of the private IPv4 address assigned to the MTC device to a transport address that is routable in the MTC Server address space. The solution can be fully specified by the 3GPP without dependency on the work in other SDOs.

The “Session-Controlled NAT” solution works with traditional NAT devices without the need for any 3GPP specific customizations. Therefore, this solution should be documented as an IPv4 Addressing solution when NATs are used in 3GPP networks.

	
	

	
	






	
	




	
	



	
	


	
	

	
	

	
	


	
	

	
	

	
	

	
	



	
	


	
	

	
	

	
	

	
	

	
	


Table 5.3.3-1:  IPv4 Addressing Solutions – Evaluations
	Criteria 
	Solution: 
Dedicated APN tunnels 
(i.e. 6.29.2, 6.29.3, 6.29.4)
	Solution:
NAT Traversal using Session-Managed-NAT 
(Clause 6.55)
	Solution: 
MT Communication with NATTT 
(Clause 6.18)
	Solution:
MT Communication with Micro Port Forwarding 
(Clause 6.19)
	Solution:
NAT Traversal using controlled NAT (Clause 6.54)

	The mechanism shall be scalable
	A  GGSN/P-GW can typically support a large number of APNs. Operators may have different policies for usage of dedicated APNs.

No IPv4 Addressing limitations. Allows for overlapping and full use of private IPv4 address space. This eliminates scalability constraints also for always-connected scenarios. 

Some considerations about scalability issues may be needed for events that affect large amounts of the always-on PDN/PDP connections like a need for (re-)balancing due to O&M measures for network nodes or when there is a recovery/restoration.

No scalability issues are expected during normal operation when the Indirect model – Operator Controlled (i.e. single dedicated APN/IPSec tunnel per MTC Server and GGSN/PDN-GW combination) is used. 

When the Direct, Indirect model – Service Provider Controlled and Hybrid models are used, scalability will be an issue when there are multiple MTC Applications communicating with UEs directly (requiring dedicated APN/VPN tunnel per MTC Application and GGSN/PGW combinations) or indirectly via the MTC Server (i.e. problem of public IP address resolution for addressing by MTC Application pushed from mobile network onto MTC Server).
When the Indirect model – Service Provider Controlled are used, it is FFS if scalability will be an issue when a MTC Server is communicating with a set of UEs whose subscriptions are spread across multiple MNOs
	Scalable for all communication models – Direct, Indirect and Hybrid.
Allows full use of private IPv4 address space for assignment to the MTC devices in the PLMN.
IP address assigned only when the MTC device is online. Due to the nature of MTC communications, typically IP address needed only for limited durations, hence no limitation in IPv4 address space foreseen.

The pool of IPv4 addresses can be further enhanced by allowing full private IPv4 address space for a group of GGSNs/P-GWs in the PLMN. This effectively allows multiple private overlapping IPv4 address domains within the PLMN, with full IPv4 address space for each group of GGSNs/PLMNs. Such deployment methods can be considered for the scenario when there is a large number of always-connected devices.
Up to 64k port bindings at the NAT per public IPv4 address.
NAT bindings are created only when needed for user plane communications, and released when the MTC device goes offline and the assigned IP address is released. Hence no scalability issues for NAT bindings.


	Applicable for all communication models – Direct, Indirect and Hybrid.
The solution is dependent on DDNS updates for DNS bindings. Therefore, it is expected that a large number of trusted interfaces will be required to update the DNS records in real time for local breakout scenario. This could lead to scalability concerns. 
Up to 64k port bindings at the NATTT per public IPv4 address.
UDP/IP tunnels are created only when needed for user plane communications, and released when the MTC device goes offline and the assigned IP address is released. Hence no scalability issues for NATTT (UDP/IP) tunnels foreseen.


	Applicable for all communication models – Direct, Indirect and Hybrid.
Requires configuring of MPF rules at the MTC device, MTC Server and in the Subscription Database. This could have scalability implications.

MPF rules and NAT bindings are maintained even when there is no user plane communication. This could lead to scalability concerns at the NAT device.
Procedures for the release of NAT bindings and MPF rules at the MTC Server are not known when the MTC device goes offline. This is particularly significant for the case when the MTC Server obtains MPF rules from the MTC device via transport layer or Application layer messages. This could result in scalability and operational issues due to stale bindings.
The solution claims to support up to 4 billion (2^32) unique port forwarding rules per public UE IP address per public MTC Server IP address. It is unrealistic that there will be 64k MTC Servers configured per MTC device to achieve such numbers.

In case up to 64k MTC Servers are actually configured per MTC device, it would render configuration of the MPF rules related parameters at various entities un-scalable.

Irrespective of how many MPF rules are configured at the NAT, the actual number of NAT bindings for user data transport is limited by the number of ports available per IP address - which is up to 64k per IPv4 address.
	Not many details about the solution have been provided.

As the solution is dependent on DDNS updates for DNS bindings, it is expected that a large number of trusted interfaces will be required to update the DNS in real time for local breakout scenario. That could lead to scalability concerns. 


	The mechanism shall minimize the required configuration by the MNO and the MTC User;
	IPSec tunnel with IKE (Internet key Exchange) can be used for dynamic setting of IPSec Security associations minimizing configuration by operator.

UE needs APN configuration. Dedicated APN configuration required per APN and MTC Server or MTC Application.

When a high numbers of VPN tunnels are required per MTC Server this will cause significant configuration burden for MTC Server.

For Hybrid model, when a high number of VPN tunnels are required per MTC Application, this will cause significant configuration burden for MTC Applications.
	No configuration of parameters or rules in the MTC Subscriber Database, MTC device or MTC Server needed by the MNO or by the MTC User. 


	No configuration of parameters or rules in the MTC Subscriber Database, MTC device or MTC Server needed by the MNO or by the MTC User. 


	Configuration of parameters for MPF rules at the MTC device is a requirement.

Configuration of parameters for MPF rules per MTC device at the MTC Server and in the Subscription Database is a requirement.

	Not many details about the solution have been provided.

The solution refers to the use of configuration data similar to the solution in clause 6.19. 



	The mechanism shall minimize the required messaging transactions by the MTC Server to initiate MT communications;
	With always on support no additional message transactions required for MT terminated communication, besides perhaps for  some specific situations where triggering may be used e.g. to recover the (always-on) PDP/PDN connection from error cases or to set triggers for devices that are out of coverage.

MTC Server can be aware of presence of MTC device and assigned Private IP address as described using techniques as described in 6.29.3 and 6.29.4

For PDP/PDN connections not using always on, triggering should be used similar to any non-always-on solution. Triggering may also be used e.g. to recover the PDP/PDN connection from error cases or to set triggers for devices that are out of coverage.
	For always on model: same as the Dedicated APN Tunnelling solution.

For not-always-on model, some message transactions needed for the MTC Server to become aware of the transport address for reaching the MTC device,

MTC Server can become aware of the presence of the MTC device and the mapped transport address as described in clause 6.55.

As described in clause 6.55, message transactions needed between the MTC-IWF, the GGSN/P-GW and the STUN/TURN Address Determination Entity for performing address translations and for creating NAT bindings.

	For always on model: same as the Dedicated APN Tunnelling solution.

For not-always-on model, some message transactions needed for the MTC Server to become aware of the private IP address (D) and the UDP tunnel IP address (N) of the NATTT assigned to the MTC device,

MTC Server can become aware of the presence of the MTC device and the private IP address (D) and the UDP tunnel IP address (N) of the NATTT as described in clause 6.18.

As described in clause 6.18, message transactions needed between the HSS/MTC Server and the authoritative DNS Server, for the update/query of the DNS record associated with the MTC device.


	For always on model: same as the Dedicated APN Tunnelling solution.

For not-always-on model, some message transactions needed for the MTC Server to become aware of the MPF rules associated with the MTC device,
MTC Server can become aware of the presence of the MTC device and the associated MPF rules as described in clause 6.19.
As described in clause 6.19, message transactions needed between the UE and other PLMN entities, and the MTC Server for generating and configuring MPF rules at the NAT and transferring such MPF rules to the MTC device, to the HSS/MTC-IWF, and to the MTC Server.

When MPF rules are communicated by the MTC device to the MTC Server, additional transport layer and/or Application layer message transactions needed.

When MPF rules are cached at the DNS server using DDNS updates, message transactions needed between the PLMN entities/MTC Server and the authoritative DNS Server for the update/query of the DNS record for the MTC device.
	Not many details about the solution have been provided.



	The mechanism shall minimize the messaging sent over the air to the MTC Device;
	For the always-on model there is no new signalling induced or alternate communication channels (e.g. SMS) for delivery of a “push” stimulus to an attached MTC device with an established PDN connection is required.

For PDP/PDN connections not using always on, triggering should be used similar to any non-always-on solution.
	For always on model: same as the Dedicated APN Tunnelling solution.

For not-always-on model, air interface signalling similar to any non-always-on solution.
However, no new air interface signalling parameters introduced: thereby no impact to the MTC device.
	For always on model: same as the Dedicated APN Tunnelling solution.

For not-always-on model, air interface signalling similar to any non-always-on solution.

However, no new air interface signalling parameters introduced: thereby no impact to the MTC device.
	For always on model: same as the Dedicated APN Tunnelling solution.

For not-always-on model, air interface signalling similar to any non-always-on solution.

However, MPF rules specific parameters in the signalling messages over the air are needed.

When MTC device updates MPF rules at the MTC Server via transport layer and/or Application layer messages, additional over the air user plane traffic induced.
	Not many details about the solution have been provided.



	The mechanism shall minimize any additional user plane latency;
	For the always-on model there is no change to user plane latency in core network and radio interface.
	For always on model: same as the Dedicated APN Tunnelling solution.

For not-always-on model, some additional latency as the private IP address assigned to the MTC device needs to be mapped to a routable transport address and transferred to the MTC Server.
Comparative additional latency difficult to estimate.


	For always on model: same as the Dedicated APN Tunnelling solution.

For not-always-on model, some additional latency as the assigned (D, N) addresses need to be updated in the authoritative DNS server, and then retrieved by the MTC Server.

Comparative additional latency difficult to estimate.

	For always on model: same as the Dedicated APN Tunnelling solution.

For not-always-on model, some additional latency as the MPF rules are generated and configured at the NAT and transferred to the MTC server.
Comparative additional latency difficult to estimate.
Additional user plane latency when the MTC device updates MPF rules at the MTC server via transport layer and/or Application layer messages.
	Not many details about the solution have been provided.



	The mechanism shall minimize any additional security threats to the MTC Device
	Traffic Separation achieved with IPSec tunnel. Additional security provided with dedicated APNs. Only MT communication originating from the MTC server or emanating from the MTC enterprise network can be initiated towards MTC device. Similar level of security provided as per existing 3GPP deployments providing corporate access to corporate APNs
	No additional security threats to the MTC device.

STUN/TURN messages are message-integrity protected. 

Only authorized MTC Servers can perform procedures for obtaining the mapped public address of the MTC device.


	No additional security threats to the MTC device.


	No additional security threats to the MTC device.

	Not many details about the solution have been provided.



	Direct Model - Direct Communication provided by the 3GPP Operator: The M2M Application connects directly to the operator network without the use of any MTC Server;
	Supported 

Instead of terminating in the MTC Server, the tunnel could terminate into another node (IPSec GW) with Public IP interface in the MTC enterprise network. Otherwise, there will be scalability issue (see scalability criteria above).
The solution assumes that the MTC device always initiates communications with the MTC Application.
	Supported.

No tunnelling required.

The MTC device communicates directly with the MTC Application without the use of any MTC Server or tunnels.

The solution assumes that the MTC device always initiates communications with the MTC Application.
	Supported.

No tunnelling required.

The MTC device communicates directly with the MTC Application without the use of any MTC Server or tunnels.

The solution assumes that the MTC device always initiates communications with the MTC Application.


	Supported.
No tunnelling required.
The MTC device communicates directly with the MTC Application without the use of any MTC Server or tunnels.
The solution assumes that the MTC device always initiates communications with the MTC Application.
	Not many details about the solution have been provided.



	Indirect Model – MTC Service Provider controlled communication: The MTC Server is an entity outside of the operator domain. 
	Supported with traffic separation over public Internet e.g. using IPSec tunnel. Tunnel terminated at the MTC Server. When MTC Server communicates with multiple HPLMNs, there will be scalability issues (see scalability criteria above).
	Supported

No tunnelling required.

No scalability issues when MTC Server communicates with multiple HPLMNs.

	Supported.

UDP/IP (NATTT) tunnel required.

No scalability issues when MTC Server communicates with multiple HPLMNs.

	Supported
No tunnelling required.
No scalability issues when MTC Server communicates with multiple HPLMNs.

	Not many details about the solution have been provided.



	Indirect Model – 3GPP Operator controlled communication: The MTC Server is an entity inside the operator domain
	Tunnelling  within operators domain  towards MTC Server can be achieved with other existing VPN techniques such as MPLS VPN
	Supported

No tunnelling required.


	Supported.

UDP/IP (NATTT) tunnel required.
	Supported

No tunnelling required.

	Not many details about the solution have been provided.



	Hybrid model
	Supported with traffic separation over public Internet e.g. using IPSec tunnel. Tunnel terminated at the MTC Application. There may be a scalability issue (see scalability criteria above).
	Supported.

No tunnelling required and no scalability issues.

The solution assumes that after being triggered, the MTC device initiates communications with the MTC Applications without the use of an MTC Server.
	Supported.

No tunnelling required and no scalability issues.

The solution assumes that after being triggered, the MTC device initiates communications with the MTC Applications without the use of an MTC Server.
	Supported.

No tunnelling required and no scalability issues.

The solution assumes that after being triggered, the MTC device initiates communications with the MTC Applications without the use of an MTC Server.
	Not many details about the solution have been provided.



	MTC Server Complexity
	MTC Server could serve as tunnel endpoint as IPSec/IKE supported by common OS (e.g. Linux /FreeBSD).

Alternately the MTC enterprise network tunnel endpoint could be served by readily available infrastructure (IPSec GW) instead of MTC Server.

Dedicated APN configuration requirements and public IP address resolution burden (see scalability criteria above).
	No added complexity at the MTC Server
	Added complexity at the MTC Server.

MTC Server needs to support new NATTT specific DNS records and UDP/IP encapsulations for each MTC device.


	Added complexity at the MTC Server
MTC Server needs to support configuration and storage of MPF rules per MTC device.
For the case MPF rules are obtained from the authoritative DNS server, needs to support new type of DNS records.


	Not many details about the solution have been provided.



	Impacts to Standards
	For the always-on model there is none.

Reuse of existing 3GPP features (e.g. dedicated APNs, Private IPv4 addressing, Traffic Separation over Gi/SGi using well known VPN techniques (e.g. IPSec Tunnel, MPLS VPN),  Radius/Diameter accounting to relay presence of and IP address of MTC Device towards MTC Server
	Yes

New signalling procedures between the MTC-IWF and the GGSN/IWF for requesting mapping of the private IPv4 address assigned to the MTC Device.
STUN/TURN client (in the GGSN/P-GW) and STUN/TURN server/relay entities are per IETF RFCs – hence have no impact to the standards.

	Yes

New signalling procedures between the HSS/AAA and the authoritative DNS Server for updating DNS record for the MTC devices with the assigned addresses (D, N).

New signalling procedures between the MTC Server and the authoritative DNS Server for retrieving the assigned addresses (D, N) for the MTC device.

For the NATTT entity in the operator network, the impact to the standards is TBD.

	Yes

New signalling procedures between the PLMN entities for generating and configuring the MPF rules at the NAT.

Enhancements to Update Location Request/Ack and Create Session Request/Response messages to carry parameters related to MPF rules.

Enhancements to air interface Attach Request/Accept messages to carry parameters related to MPF rules.

Need to standardize the message exchange between the MTC device and the MTC Server when the MTC device updates MPF rules at the MTC Server via transport layer and/or Application layer messages.
	Not many details about the solution have been provided.



	Support for roaming 
	Roaming is supported via HPLMN. Not suitable for local breakout scenarios.
	Roaming is supported via HPLMN as well as via VPLMN (local breakout).
	Roaming is supported via HPLMN as well as via VPLMN (local breakout).
	Roaming is supported via HPLMN as well as via VPLMN (local breakout).
	Not many details about the solution have been provided.

	Deployment solutions
	Various solutions based on dedicated APN and tunnelling exists today for the enterprise domain.
	Various solutions based on STUN/TURN exist today.

Need to develop PLMN specific enhancements only.
	No solutions exist today


	No solutions exist today


	Not many details about the solution have been provided.



	Terminal impact
	If the MTC Device needs to have simultaneous access to MTC Servers associated with different APNs, the solution requires that the MTC device support multiple PDN connections (i.e. multiple IP addresses)
	None.
A single IP address can be used by the MTC device to communicate with several MTC Servers.


	None.
A single IP address can be used by the MTC device to communicate with several MTC Servers.


	Yes
A single IP address can be used by the MTC device to communicate with several MTC Servers.
Impact to the MTC device due to the configuration of parameters associated with MPF rules at the MTC device.
Impact to the MTC device due to the enhancements to over-the-air Attach Request/Accept messages to carry parameters related to MPF rules.
Impact to the MTC device due to the need to define protocols and procedures for the message exchange between the MTC device and the MTC Server when the MTC device updates MPF rules at the MTC Server via transport layer and/or Application layer messages.
	Not many details about the solution have been provided.



	Added complexity to the 3GPP network elements
	Uses existing function in the existing 3GPP system.
	Yes

New STUN/TURN client function at the GGSN/P-GW.

New STUN/TURN server/relay entity in the operator network.

New signalling procedures between the MTC-IWF and the GGSN/P-GW for mapping of the private IPv4 address assigned to the MTC device.
	Yes

New NATTT entity in the operator network.

Enhancements to Update Location Request/Ack and/or Notify Request/Resp messages to carry the new NATTT parameter ‘N’.

New DNS record for supporting new parameters (D, N) in the public DNS infrastructure, and the need for wide deployments of such DNS infrastructure.

Additional complexity at the MTC Server to support new NATTT DNS records and UDP/IP encapsulations for each MTC device.

	Yes

New signalling procedures between the PLMN entities for generating MPF rules and configuring such MPF rules at the NAT device.

Enhancements to the Update Location Request/Ack and Create Session Request/Response messages to carry parameters related to MPF rules.

Enhancements to over-the-air Attach Request/Accept messages to carry parameters related to MPF rules.

New message exchange procedures between the MTC device and the MTC Server when the MTC device updates MPF rules at the MTC Server via transport layer and/or Application layer messages.

New authoritative DNS record for supporting MPF rules in the public DNS infrastructure when MPF rules are cached at the authoritative DNS server.
	Not many details about the solution have been provided.



	Dependency on other SDOs before the solution is deployable
	None.
	None.
	Yes.
IETF needs to standardize new DNS record for supporting NATTT parameters (D, N) in the public DNS infrastructure.


	Possible.
Need to determine which SDO will standardize the message exchange procedures between the MTC device and the MTC Server when the MTC device updates MPF rules at the MTC Server via transport layer and/or Application layer messages.

IETF needs to standardize new type of DNS record for supporting MPF rules in the public DNS infrastructure when MPF rules are cached at the authoritative DNS server.
	Not many details about the solution have been provided.



	Support for traditional NAT Devices
	Not applicable
	Traditional NATs supported.
No 3GPP specific enhancements needed for the NAT.
	Traditional NATTTs, supported.

No 3GPP specific enhancements needed for the NATTT..
	NAT device enhanced with 3GPP specific procedures for the configuration and management of MPF rules.
	NAT device enhanced with 3GPP MTC specific procedures and ALG. Details of such ALG are not known

	Support for Device to Device Communications
	Supported with traffic separation over public Internet e.g. using IPSec tunnel. Tunnel terminated at the peer MTC device. 

There could be a scalability issues though.
	Supported with no scalability concerns.

The peer MTC device performs MTC Server functions.


	Supported with no scalability concerns.

The peer MTC device performs MTC Server functions.
	Supported with possible scalability concerns.
The peer MTC device performs MTC Server functions; hence need to support the MPF rules at the peer device.
	Not many details about the solution have been provided.



	System Robustness
	Not applicable.
	Failure/reboot detection and recovery procedures are available.
Recovery of NAT bindings on NAT failure/reboot, using the STUN/TURN binding refresh procedures supported.

	Recovery from NATTT failure possible.

Stale DNS records in authoritative DNS server need to be updated with the address of the newly assigned NATTT device.
Recovery of stale DNS records in the MTC Server is based on timeout mechanisms only.
	NAT is the single point of failure.

MPF rules configured at the NAT are lost if NAT device fails or reboots.

No known procedures for clearing stale MPF rules at MTC Server other than timeout mechanisms.
Procedures needed for clearing the stale DNS entries at the authoritative DNS Server when MPF rules are cached at the DNS server.
	Not many details about the solution have been provided.



	Support for all IPv4 Addressing scenarios
	Does not support the IPv4 Addressing scenario when the MTC device and the MTC Server are in different IPv4 address spaces.
	Yes.
	Yes
	Yes
	Not known.

Not many details about the solution have been provided.


End Changes
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