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Abstract of the contribution: this paper introduces the requirement and key issue for charging of SIPTO at the local network in the TR.
1 Introduction
Different from LIPA which focuses on the accessing to the service in the local network, SIPTO is to offload traffic from the mobile operator’s core network, thus charging should be supported. In the SA1 TS 22.115, there are requirements for SIPTO charging:
It shall be possible to apply volume-base charging to a subscriber regardless of whether the subscriber’s traffic has been offloaded from the mobile operator’s network as described in 3GPP TS 22.101or TS 22.220. 

For subscribers’ traffic offloaded from the macro-cellular access network, it shall be possible to apply either online or offline charging.

For subscribers’ traffic offloaded from the H(e)NB SubSystem, it shall be possible to apply offline charging.
2 Discussion
There are two ways to achieve SIPTO femto in Rel-11 LIMONE: SIPTO above the RAN and SIPTO at the local network. 

For SIPTO above the RAN, the GW deployment and the optimization of GW selection are all implemented in the operator’s core network. The charging requirement should refer to the scenario of subscribers’ traffic offloaded from the macro-cellular access network, and the charging architecture could be same as SIPTO defined in Rel-10 specifications.
For SIPTO at local network, according to the SA1 requirement, at least the volume-base offline charging shall be supported. Two approaches may be considered,
Approach 1: standard charging interface to the charging system from the local H(e)NB network.
Advantage: standard charging interface and charging report format could be reused, which would have less impact to the current specification.
Disadvantage: the large quantity of charging interface from LHN will lead to heavy burden on the charging system. Unpredictable behaviour of entity controlled by the customer in the LHN will raise the security risk of operator’s charging system.
NOTE 1: which entity in the LHN implements the interface is due to the conclusion of architecture for SIPTO at the local network.

NOTE 2: it is FFS whether the aggregation mechanism for the charging reports from LHNs is needed.
Approach 2: the LHN sends charging report to the charging system via, e.g., MME/SGSN, PCRF.
Advantage: the burden and security risk could be separated from the operator’s charging system.
Disadvantage: new interface or procedures need to be designed between charging system and the MME/SGSN, PCRF.
Proposed changes to TR 23.859
*************** START OF CHANGES ***************
1
Scope

This Technical Report describes the solutions to implement the architectural aspects based on the requirements from TS 22.220 [3], clauses 5.7 and 5.9, TS 22.115 [x], clauses 5.2.12, and TS 22.101 [2], clause 4.3.5, for LIPA and SIPTO at the local network.

This includes:

-
the support of mobility for LIPA between the H(e)NBs located in the local IP network;

-
functionality to support Selected IP Traffic Offload requirements at the local network, including mobility.
The report is intended to document the analysis of the architectural aspects to achieve these objectives in order to include the solutions in the relevant technical specifications.

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TS 22.101: "Service principles".

[3]
3GPP TS 22.220: "Service requirements for Home NodeBs and Home eNodeBs".

[4]
3GPP TS 25.467: "UTRAN architecture for 3G Home Node B (HNB); Stage 2".

[5]
3GPP TS 36.300: "Evolved Universal Terrestrial Radio Access (E-UTRA) and Evolved Universal Terrestrial Radio Access Network (E-UTRAN); Overall description; Stage 2".

[6]
RFC 2136: "Dynamic Updates in the Domain Name System (DNS UPDATE)".

[7]
3GPP TR 23.829 10.0.0: "Local IP Access and Selected IP Traffic Offload".
[x]
3GPP TS 22.115: "Charging and billing".
*************** THE NEXT CHANGE ***************

4.2
Architectural requirements

The solution proposed for LIPA mobility shall support the following requirements:

-
The solution for LIPA mobility shall allow the UE to maintain session continuity for its LIPA PDN connection(s) to one or several local PDN(s) when moving between H(e)NBs of the local H(e)NB network.
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Figure 4.2.1: Architecture for LIPA mobility

-
A Local H(e)NB Network (LHN) is defined by a set of H(e)NBs having IP connectivity for LIPA to local PDN(s) via one or several L-GWs, whereby:

-
a H(e)NB only belongs to a single Local H(e)NB Network;

-
an L-GW only belongs to a single Local H(e)NB Network;

-
an L-GW can access one or several PDNs, and one PDN can be accessed via multiple LHNs;

-
the H(e)NBs of a Local H(e)NB Network may belong to different CSGs;

NOTE 1:
In Release 10, inter-CSG HO is supported only via S1/Iu.

-
a CSG can comprise both H(e)NBs of the Local H(e)NB Network and H(e)NBs outside the Local H(e)NB Network.
-
The solution should not impose additional delay on the RAN handover procedures between H(e)NBs of the Local H(e)NB Network;

-
The solution shall keep the control of the MM/SM in the MME/SGSN for mobility of the LIPA bearers;
NOTE 2:
This does not preclude the RAN-based optimised Iurh/X2 handover.

-
Session continuity for LIPA with mobility between H(e)NBs of the same Local H(e)NB Network shall be supported by means of an L-GW acting as an anchor, a standardized interface between the L-GW and the H(e)NB, and handover procedures from the source H(e)NB to the target H(e)NB.
Editor's note: It is FFS whether a given UE can be connected to several L-GWs for multiple LIPA PDN connections.

For SIPTO:

-
Session continuity for SIPTO at the local network with mobility between H(e)NBs belonging to the same local network shall be supported for idle mode and for connected mode.

A common architecture should be used for LIPA and SIPTO at the local network. The architecture shall support the following common requirements:

-
the UE might be aware that LIPA or SIPTO@LN is applied for a connection;

-
to enable the use of pre-Rel-10 UEs, the use of SIPTO@LN and LIPA features shall not require any new UE feature;

NOTE 3:
This does not preclude solutions that use optional additional UE features, e.g. for optimization.

-
LIPA and SIPTO@LN shall not have any impact to other services/connections of the UE;

-
in both LIPA and SIPTO@LN cases, that traffic shall not be routed via the 3GPP operator's Core Network.

-  in SIPTO@LN case, the volume-base offline charging shall be supported.
*************** THE NEXT CHANGE ***************

5.4.Y
Key issue #SLY: Supporting charging of SIPTO at the local network

5.4.Y.1
General description

The activation of SIPTO@LN service requires the network architecture supports at least the volume-base offline charging from the operator. 

5.4.Y.2
Solution 1

A standard charging interface is established between the charging system and the local H(e)NB network. Note that which entity in the LHN implements the interface is due to the conclusion of architecture for SIPTO at the local network.
*************** END OF THE CHANGES ***************
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