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Abstract of the contribution: This paper assumes solution 1 of TR 23.859 i.e. a Serving GW in the Core Network with S5 interface to the standalone L-GW in the local network. It discusses the various alternatives for standalone L-GW selection i.e. by the H(e)NB or by the Core Network, while allowing the Serving GW in the Core Network to know the standalone Local GW address to be used on S5 interface. 
Introduction

At SA2#83 meeting, the solution 1 for the LIPA architecture is represented in the following figure for the EPS case.
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Figure 5.2.1.1.2: Stand-alone L-GW architecture (EPC diagram for HeNB subsystem)
The discussion below refers to the above architecture.

Proposed text for TR 23.859
***** START OF CHANGES *****
5.2.X
Key issue #L2: Local GW selection and addressing
5.2.X.1
Alternative #L2-1: Stand-alone L-GW selection and addressing for architectural solution 1
In solution 1 architecture described in key issue #L1, 

· There is no reason to preclude the use of several L-GWs in the Local Network especially in large enterprises with several sites, for e.g. network redundancy or loadsharing purposes; 

· The H(e)NB needs to know the standalone L-GW address in order to setup a direct path over Sxx interface; this address must be in the "local network" address space.

· The Serving GW needs to know the standalone L-GW address in order to convey control plane messages to the Local GW; this address must be in the Mobile Core Network address space. 

1) Standalone L-GW IP address seen by the H(e)NB

The L-GW selection function should be able to take into account several parameters such as e.g. the APN requested by the UE, the CSG, the UE point of attachment (cell-id), load balancing and L-GW failure cases, etc. On the other hand, the H(e)NB is not aware of Non-Access-Stratum layer information especially in the case of LTE as NAS is encrypted and hence the HeNB cannot see it except if provided by the Core Network via S1AP/RANAP. 

2) Standalone L-GW IP address seen by the Serving GW

For security reasons, the standalone L-GW may be connected to the Mobile Core Network via an IPsec tunnel. In this case, the SeGW will be responsible to dynamically allocate the inner IP address from the Mobile Core Network address space. 

Below are two alternatives for selecting the L-GW and for informing the Serving GW of the L-GW inner IP address:

a) DNS based alternative (the L-GW is selected by the Core Network)

At initialization, after having established an IPsec tunnel with the SeGW, each L-GW can register as DNS client with Update DNS capability (IETF RFC 2136) to a DNS server in the Mobile Core Network with some parameters such as ta Home Network domain ID or the CSG ID(s), the IP address in the local network (accessible by the H(e)NB), the inner IP address allocated by the SeGW, etc). The DNS server will maintain these data for interrogation from the MME/SGSN at UE LIPA PDN connection request: the MME/SGSN can perform a DNS query as it does in other cases with specific parameters: APN, Home Network domain ID or CSG. The DNS Server will then return one or several L-GWs in the local network to the MME/SGSN. 
This DNS server may be hosted by e.g. the H(e)NB GW when it exists. 

An example is shown in the following call flow.
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Advantages of this solution are:

· It does not require developing a control plane protocol over Sxx interface;

· It allows full flexibility for the L-GW selection according to various parameters such as APN, CSG, etc.;

· There is no need to configure each H(e)NB in the local network;

· Security aspects: L-GW can be authenticated by the SeGW and associated AAA Server. No control plane data are exchanged over Sxx to be used by the Core Network;

· Loadsharing is possible between L-GWs via DNS.

Drawbacks of this solution are:

· It requires a DNS server function with capability to store 2 IP @ associated with a couple (APN, CSG).

b) RAN based alternative

Each H(e)NB is configured with the L-GW(s) local IP addresses. The H(e)NBs and the L-GWs need to exchange data over Sxx interface via a new control plane to allow the H(e)NB to know the inner IP address of each L-GW that has been allocated by the SeGW. When the H(e)NB is provided with the L-GW(s) inner IP adresses, it has to select one of the L-GW(s) and transfer the corresponding inner IP address to the Core Network via RANAP/S1AP.
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Advantages of this solution are:

· It does not require a DNS function.

Drawbacks of this solution are:

· It requires H(e)NB configuration to discover or to know by OAM the L-GWs accessible in the local network;

· It requires to design and specify a Sxx control plane protocol;

· L-GW selection by the H(e)NB does not allow to take into account NAS parameters such as the APN without additional messaging over S1AP/RANAP (not shown in the figure);

· Security over Sxx: HeNB to L-GW signalling connection should be encrypted. Signalling path should be either via existing tunnels and security gateway or via direct IPsec tunnel via local network;

· Loadsharing between L-GWs is questionable. 

***** END OF CHANGES *****
Proposal

Proposal 1: It is proposed to include the above proposed text in the TR. 
Proposal 2: In order to make the L-GW selection flexible, it is proposed that the L-GW is selected by the Core Network. 
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