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1. Introduction

The goal of this contribution is to propose some updated description of A+P solution already proposed in Annex section of the TR 23.975.
2. Discussion

The main principle of the IPv4 A+P solution is to assign the same IPv4 address (called Primary IPv4 Address) to several end-users' devices and to constraint the source port numbers to be used by each device. In addition to the assigned IPv4 address, an additional parameter, called Port Range, is also assigned to the customer's device. 
3. Conclusion
We propose to update A+P description in Annex section of TR 23.975

Proposed changes to TR 23.975
2
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B.2
Solution 2 – A+P architecture

B.2.1
Solution 2 Description

The main principle of the IPv4 A+P solution (see [3][4]) is to assign the same IPv4 address (called Primary IPv4 Address) to several end-users' devices and to constraint the source port numbers to be used by each device. In addition to the assigned IPv4 address, an additional parameter, called Port Range, is also assigned to the customer's device.
This allows the allocation of the same public IPv4 address to multiple UEs, as they all will use different sets of ports. By doing so, the need for having NAT functionality in the network disappears.

As the IPv4 address is shared among multiple hosts, A+P addresses can only be used in point-to-point links (not in shared medium) and routing must be based on both the IP address and the port number. The entity that routes IP packets based on the port number is called a Port Range router (PRR).

The link between the UE and the PRR can use any encapsulation method, i.e. IPv6, GRE, GTP and DSMIP6.

As the UE has a limited set of ports which it is allowed to use, the UE must be modified to use allowed ports only. This can be realized e.g. by modifying the applications to deal with shared addresses, or having an internal NAT within the UE which translates between a self-generated private IPv4 address shown to the internal applications and the port restricted public IPv4 address received from network.

For outbound communications, a given port-restricted device proceeds according to its classical operations except for the constraint to control the source port number assignment so as to be within the assigned Port Range. The traffic is then routed without any modification inside the PLMN and delivered to its final destination.
For inbound communications, in the base IPv4 A+P variant, the traffic is trapped by the Port Range Router (PRR). 
B.2.4
Port Range Router (PRR) function

B.2.4.1
General
As mentioned above, a PRR function is required to be enabled in the data path so as to deliver incoming packets to the appropriate UE among those having the same IPv4 address. 
This function may be embedded in current nodes or hosted by new nodes to be integrated in the PLMN, in particular a PRR function can be embedded in a GGSN, PDN GW, WIMAX ASN GW, 3GPP2 PDSN, etc.
B.2.4.2
PRR in binding mode
In binding mode, a PRR associates an IPv4 address and a port range with a specific identifier called routing identifier (e.g., GTP tunnel identifier, IPv6 address). This identifier is used to forward the packets to the suitable device among all those having the same IPv4 address. These associations are stored in a table referred to as port range binding table.

The routing identifier may be an IPv6 address belonging to the prefix assigned to the UE, or the GTP tunnel identifier.
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Figure B.2.5: A+P Flow Example
If an IPv6 address is used as a routing identifier, the PRR is not required to be co-located with GGSN. In such case, once the encapsulation is undertaken by the PRR, the appropriate GGSN/P-GW will receive the IPv4-in-IPv6 packets. Then, the GGSN/PDN GW proceeds to its “normal” operations in order to forward the IPv4-in-IPv6 packets to the appropriate UE: in particular, it uses the maintained IPv6 PDP context to relay those packets.
B.2.4.3 PRR in stateless mode
In addition to the binding mode defined in subclause B.2.4.2, a stateless IPv6 A+P mode can be implemented as defined in [x1]. In such mode, no port range binding table is required. 

In this case, for incoming packets, the PRR encapsulates a received IPv4 packet in an IPv6 one using the following information:

-
The destination IPv6 address is constructed using the shared IPv4 destination address and port number plus the IPv6 prefix which has been provisioned to the PRR. To do so, the PRR retrieves the destination IPv4 address and destination port number from the received IPv4 packet. 
NOTE: To illustrate this behavior, assuming that the PRR is provisioned with 2a01:c0a8::/29 as a prefix to build IPv4-Embedded IPv6 addresses, the IPv4 destination address equal to 193.51.145.206 and the port number equal to 19039 (0100101001011111), then the corresponding IPv6 address (which falls into a prefix assigned to the UE) is 2a01:c0aE:099C:8E72:52F8::/128 
               2a01:c0a 1 11000001001100111001000111001110 0100101001011111 ::

                          --------193.51.145.206---------  -----port-------
-
The source IPv6 address is one of the global IPv6 addresses of the PRR.

For more information about the stateless mode, the reader is invited to refer to draft-boucadair-behave-ipv6-portrange [x1].

B.2.6
Requirement on UEs

Mobile UEs must be able to constrain their source port numbers and to use only source port numbers within the allocated Port Range. If an IPv4 packet is received by a given port-restricted UE, with a destination port number outside the assigned Port Range, the packet must be discarded. Furthermore, port-restricted UEs must be able to enforce configuration data received from the PLMN so as to constrain its Port Range.

According to the enforced routing identifier mode (GTP tunnel or IPv4-in-IPv6 tunnel), an encapsulation / de-capsulation function may be required. However, when GTP is used, no extra tunneling technique is required to be supported by the UE. Nevertheless, if IPv4 packets are transported over IPv6, then the IPv4-in-IPv6 encapsulation/de-capsulation function is required. 

As a conclusion:

-
it is mandatory to support port-restriction feature;

-
it is optional to support another tunneling technique in addition to GTP.

B.2.7
Updating legacy UEs

For the efficiency of public IPv4 address sharing, some of the legacy UEs may be updated to be port-restricted UEs owing to a software update. No operation is required in the hardware. For instance, some Linux-based mobile OSs such as Maemo supports the Iptables capabilities; the implementation of port restriction on the UE is then done with two command lines.

Nevertheless, from an operational perspective, updating UEs may not be obvious.

B.2.8
Co-existence with other transition techniques 

A+P can be deployed jointly with other IPv6 transition techniques such as DS-Lite. In particular, a DS-Lite AFTR (Address Family Translation Router) can delegate a set of port numbers to the UE to be used for “push” services. No NAT operation would be achieved by the CGN for delegated port numbers.

B.2.9
Applicability 

A+P can be deployed in several configuration schemes:

-
Dual-Stack PDP context / bearer with a shared IPv4 address. The GTP tunnel identifier will be used by the PRR for forwarding incoming IPv4 packets;

-
Single IPv6 PDP context / bearer: IPv4-in-IPv6 encapsulation is used to exchange IPv4 packets between the UE and the PRR,

-
with a binding table in the PRR (binding mode)

-
without any binding table in the PRR (stateless mode)
B.2.10
Evaluation

The hard-partitioning of the port space reduces the efficiency of the A+P architecture. Ports-ranges assigned to a UE are no longer available for other UEs – even if these ports are not used. In consequence, the efficiency of A+P wrt IPv4 address utilization is less than with a centralised NAT functionality.

Known issues:

-
The UE needs to be modified to support A+P scheme

-
The gateway needs to forward not only based on IP address but based on address plus port. The network needs to implement PRR in similar places as CGN in the DS-Lite approach

-
The backend RADIUS system needs to be changed as subscribers can no longer be identified by IP address only, but by IP address and port

-
In the IPv6 tunnelling approach QoS differentiation between bearers cannot be provided easily

-
The solution works only with applications using transport protocols, which have concept of port numbers (such as UDP and TCP). There will be challenges with protocols which use plain IP.

-
The solution sets restrictions to applications within in the UE, as the allocation of fixed port numbers becomes more complicated.

-
For ICMP messages, the UE must use an ICMP query identifier within the allocated port range, otherwise the response will not be received by this UE.
Known benefits:

-
The UE has access to public IPv4 address, which simplifies the behaviour for P2P applications such as VoIP.

-
Allows IPv4 lifetime extension if used with GTP/GRE.

-
Legal requirements for tracing which traffic flow was originated from which UE is simpler than in CGN solutions, as the operator does not need to store each flow but only A+P allocation information.

-
In GTP/GRE/DSMIP6 based solutions QoS can be provided.
-
A+P allows for an incremental migration to IPv6-only network
-
A+P can be fully stateless when used together with IPv6

-
No per-state sessions are maintained in the PLMN realm

-
Unlike NAT44/NAT64, no dynamic state synchronization is required to ensure service robustness

-
No ALG is required to be implemented in the service/PLMN realm

-
No extra-cost on the UE to support NAT traversal techniques is required

-
Unlike double NAT solutions, peer-to-peer services can be delivered with one exception as documented in [x2]
-
No Keep-alive messages are required to maintain NAT entries. This characteristic mitigates battery consumption issues induced by “Always-on” services. Especially, the use of short intervals between keep-alive messages has a big impact on the battery consumption (See [x3] for more details about complications to tweak UDP timers in NAT devices and also keep-alive intervals used by UE). Moreover, the network load is more optimized since the load induced by keep-alive messages in the context of CGN solutions is avoided.
-
Latencies and related problems of NATs are avoided.
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