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1 Discussion

Section 7.2 on Gateway-Initiated Dual-Stack Lite describes the concept of softwire somehow incorrectly by focusing on tunnel-based implementations of it (more specifically GRE) and neglecting other implementations equally considered in draft-ietf-softwire-gateway-initated-ds-lite.

More importantly, the evaluation subsection also ignores non‑GRE implementations, resulting in wrong conclusions when such non‑GRE implementations are used.

It seems as if the frequent references in draft-ietf-softwire-gateway-initiated-ds-lite about tunnels are misunderstood as a requirement to use tunnels between the gateway and the CGN. The correct interpretation is that GI-DS-lite applies to scenarios where tunnels (like GTP or PMIPv6) are used between the end-user and the gateway, while for Gateway to CGN communication, a much more generic “softwire” is used.

draft-ietf-softwire-gateway-initated-ds-lite does not prevent the usage of yet other technologies to implement the generic concept of a “softwire”. 

Section 6 of draft-ietf-softwire-gateway-initated-ds-lite clearly describes 3 different embodiements, from which the 2nd, “MPLS-VPN” is neglected in TR 23.975.

Nevertheless, this P-CR adds only aspects related to the explicitly described “MPLS VPN” embodiement, and not any more generic considerations.

The impacts to the PCC architecture when using overlapping IP addresses within a softwire or when using meaningless IP address are fully missing in the solution evaluation.

The impacts of the GRE embodiement to the PCC architecture are  missing in the solution evaluation.
2 Proposal

It is proposed to add the following to TR 23.975 .
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3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

NAT: A function which provides NAT44, NAPT44, NAT64, NAPT64 or combinations of these.
Attachment circuit: as used by [20], term to refer generally to means of attaching to a router, such as: PPP connections, ATM Virtual Circuits (VCs), Frame Relay VCs, ethernet interfaces, Virtual Local Area Networks (VLANs) on ethernet interfaces, GRE tunnels, Layer 2 Tunneling Protocol (L2TP) tunnels, IPsec tunnels, etc 
3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

NAPT44
Network Address and Port Translation IPv4 to IPv4

NAT44
Network Address Translation IPv4 to IPv4

NAPT64
Network Address and Port Translation IPv6 to IPv4

NAT64
Network Address Translation IPv6 to IPv4
PCC
Policy and Charging Control
PCEF
Policy and Charging Enforcement Function

PCRF
Policy and Charging Rule Function 

TDF
Traffic Detection Function
************************** Third Change *************************************************

7.2
Transition Solution: Gateway-Initiated Dual-Stack Lite

7.2.1
GI-DS-lite Overview

Gateway-Initiated Dual-Stack Lite [13] (GI-DS-lite) is a modified approach of the DS-Lite concept. The GI-DS-lite concept applies to EPC as well as GPRS. For reasons of simplicity, this clause uses EPC nomenclature. GPRS applies in a similar way.

GI-DS-Lite builds on top of the current dual-stack deployment model of the 3GPP architecture which supports dual-stack UEs and uses tunnelling technology between the Serving Gateway and the PDN Gateway, over GTP or PMIPv6 based S5/S8 interfaces, and between the UE and the PDN Gateway over the S2c interface. GI-DS-Lite lifts some of the restrictions of the DS-lite solution:

-
Carrier Grade NAPT (CGN) does not need to be co-resident with PDN-Gateway.

-
No added overhead for IPv4 user plane traffic transport on the airlink.

-
Support of IPv4 and IPv6 transport networks.

-
Support for deployments with public, private, and overlapping IPv4 addresses on the UEs.

-
No UE changes mandated for any of the deployment scenarios.

With GI-DS-Lite, UE and access architecture remain unchanged. PDN Gateway and CGN are connected through a “softwire” identified by a Softwire ID (SWID). A Context-Identifier (CID) is used to multiplex flows associated with the UE onto the softwire tunnel. Local policies at the PDN Gateway determine which part of the traffic received from an UE is sent via a softwire to the CGN. The combination of CID and SWID serves as common context between PDN Gateway and CGN to identify flows associated with an UE.  The CID is typically a 32-bit wide identifier assigned by the gateway. It is  retrieved either from a local or remote (e.g. AAA) repository. The CID ensures a unique identification (potentially along with other traffic identifiers such as e.g. interface, VLAN, port, etc.) of traffic flows at the Gateway and CGN.  The embodiment of the CID and 
SWID depends on the technology used and the type of the network connecting PDN Gateway and CGN.  If, for example GRE [RFC2784] with “GRE Key and Sequence Number Extensions” [RFC2890] is used as softwire technology, the network connecting PDN Gateway and CGN could be either IPv4-only, IPv6-only, or a dual-stack IP network.  The GRE-key field represents the CID. In case of MPLS VPN [20] used between PDN Gateway and CGN, the softwire identification is supplied by the VPN identifier of the MPLS VPN, whereas the IPv4 address serves as CID. The CID ensures a unique identification (potentially along with other traffic identifiers such as e.g. interface, VLAN, port, etc.) for traffic flows at the CGN, which should be associated with a single NAT-binding. Deployment dependent, the CID can also be used as an identifier for traffic flows or Ues in backend systems: Deployments which use non-overlapping private IPv4 addresses for the UE could e.g. choose to map private IPv4 addresses 1:1 to the CID.

In a GI-DS-Lite deployment, the CGN combines DS-Lite softwire termination and NAT44. The outer/external IPv4 address of a NAT-binding at the CGN is either assigned autonomously by the CGN from a local address pool, configured on a per-binding basis (either by a remote control entity through a NAT control protocol or through manual configuration), or derived from the CID (e.g. the 32-bit CID could be mapped 1:1 to an external IPv4-address). The choice of the appropriate translation scheme for a traffic flow can take parameters such as destination IP-address, incoming interface, etc. into account. The IP-address of the CGN, which, depending on the transport network between the PDN Gateway and the CGN, will either be an IPv6 or an IPv4 address, is configured on the gateway. A variety of methods, such as out-of-band mechanisms, or manual configuration apply.
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· Figure 7.2.2a: Gateway-Initiated Dual-Stack Lite deployment scenario

Figure 7.2.2a shows an example of Gateway-Initiated DS-Lite applied to the EPC architecture when S5 or S8 interfaces are used. The PDN Gateway associates the mobility tunnels with the DS-Lite softwire to facilitate traffic forwarding to and from the CGN.
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· Figure 7.2.2b: Gateway-Initiated Dual-Stack Lite deployment scenario over S2c

Figure 7.2.2b shows an example of Gateway-Initiated DS-lite applied to the EPC architecture when the S2c interface is used. The PDN Gateway associates the mobility tunnels with the softwire to facilitate traffic forwarding to and from the CGN.

In its simplest form, there could be a 1:1 relationship between mobile access tunnels (e.g. identified by a TEID or the DSMIPv6 HNP) and a combination of CID and SWID identifying the softwire facing the CGN – resulting in a simple tunnel-stitching operation on the PDN Gateway. Deployment dependent (e.g. for deployments which use non-overlapping private IP addresses on the UEs), the PDN Gateway could e.g. choose to only send Internet-bound traffic to the CGN – and route internal traffic locally.
7.2.2
GI-DS-lite Evaluation
Impact on the existing architecture:

The following capabilities are used to support GI-DS-lite:
- Softwire tunneling on SGi, between the PDN Gateway and CGN, for instance:
-
GRE w/ GRE-key extensions (or alternative schemes, such as MPLS) tunnelling to/from the Carrier Grade NAT.
-
MPLS VPNs using MPLS between backbone nodes and attachment circuits between the backbone and PDN Gateway and CGN.
The following capabilities are used to support GI-DS-lite using GRE:
- Procedures for the PDN Gateway to support UE with overlapping IPv4 addresses

· A tunnel with the appropriate encapsulation mode needs to be setup between the PDN Gateway and the CGN. It is established at the system startup time and is enabled based on the configuration. 

· PDN GW may assign overlapping private IPv4 addresses to all the UE’s within that operational domain.

· when overlapping IPv4 address assignment is supported and used in the softwire tunnel, the PDN GW shall associate the UE session with a CID. This identifier will be unique to the UE’s PDN connection.

· the PDN GW shall tunnel the IPv4 UE traffic using the appropriate encapsulation scheme on SGi to the CGN. It will use the CID associated with the UE’s session.-

- CID management on the PDN Gateway

-
Maintenance of a CID key-space (possibly in conjunction with an external repository (e.g. AAA)).

-
A stand-alone Traffic Detection Function (TDF) in the PCC architecture requires support to use the GRE-key as IPv4 address in case “CID = User’s IPv4”, or to look deeper into inspected traffic, separating the actual IP packets to be inspected from the variable length GRE header before further processing.

-
If overlapping or meaningless IPv4 addresses are used by the UEs:
-
the PCEF or stand-alone TDF in the PCC architecture, needs to sniff the GRE-key in order to identify the IP‑CAN session
-
the PCRF needs to be enhanced to understand GRE-keys as IP-CAN session identifier

-
the Gx and Sd reference points need to be enhanced to support GRE-keys as IP-CAN session identifier
The following capabilities are used to support GI-DS-lite using MPLS VPNs:
-
Support for at least one type of attachment circuit by the PDN Gateway
-
Support for at least one type of attachment circuit by the CGN
-
Support for MPLS VPNs by the IP network connecting PDN Gateways and CGNs
-
Procedures for the PDN Gateway to support UE with overlapping IPv4 addresses
- 
Support of different APNs with different routing/forwarding for each of them (different routing instances, or layer 2 binding to attachment circuits)
Known issues of the solution:
-
If overlapping private IPv4 addresses are used within one operation domain for the UEs, all traffic needs to go through the CGN. This could potentially result in non-optimal communication patterns for the scenario of direct IPv4 communication between UEs that are attached to the same CGN.
-
If overlapping or meaningless IPv4 addresses are used within one operation domain, the PCC architecture cannot be used without enhancements to functions and reference points.
- 
GI-DS-lite involves the usage of NAT and therefore potential PCC issues due to NAT could apply if PCC related functions are deployed on the external PDN side of the CGN instead of the PDN-GW side of it.
Known issues of the GRE implementation:
· GRE encapsulation overhead between the PDN Gateway and the CGN.
· Requirements on PCC architecture related functions and reference points imply that PCC cannot be used until those functions and reference are enhanced and implemented by products.
· Traffic between UEs connected to the same APN via different PDN-GWs needs to go through the CGN even if no overlapping IP addresses are used by those PDN-GWs, or alternatively PDN-GWs must be aware of each others UE IP address ranges used and tunnel traffic among each other.
Known issues of the MPLS VPN implementation:

-
Overlapping IPv4 addresses are only supported between operational domains, i.e. using different MPLS VPNs, but not within the same VPN.
-
MPLS has to be introduced in the IP network used as transport, if not deployed already.
-
MPLS encapsulation overhead in the backbone.

-
Attachment circuit overhead between PDN-GW or CGN and the backbone provider edge routers.
Known benefits of the solution:

-
Support for UEs with public, private, and overlapping private IPv4 addresses. 
-
No changes to the UE required.

-
No changes to the IPv4 / IPv6 address-assignment procedures required.

-

-
The CGN can be placed on the service provide IPv4 network edge and is not required to be collocated with the PDN Gateway.

-
This solution does not introduce any additional tunnel overhead on the air-link, or on the access network for carrying the UE's IPv4 traffic. It leverages the tunnelling infrastructure existing between the UE and the PDN gateway.

-
Solution to the public IPv4 address exhaustion problem through the use of NAT44. The NAT44 function is only required at a single location within the architecture.

- 
Solution to the private IPv4 address exhaustion problem through the use of overlapping private IPv4 addresses and softwires.


-
This solution does not have any impact on the UE's roaming support.

-
No impact on QoS/bearer procedures between UE and PGW/SGW. 

Known benefits of the GRE implementation:

· If so desired, all the UE's in the mobility domain can be assigned the same IPv4 private address.
· No bearing on the type of transport network: Transport network can be IPv4 or IPv6.

· This solution requires only a single IPv4 or an IPv6 transport tunnel between the PDN Gateway and the Carrier Grade NAT, with the GRE (or alternative schemes, such as L2TPv3) encapsulation mode. This single GRE tunnel is used for carrying all the IP traffic belonging to all the UEs supported on that PDN Gateway.
Known benefits of the MPLS VPN implementation:

-
No bearing on the type of transport network used for the MPLS backbone. Transport network can be IPv4 or IPv6.
-
No additional tunnel overhead between the PDN-GW and CGN if MPLS is already deployed, or only MPLS encapsulation on the backbone if not previously deployed.
-
By sharing the same MPLS VPN for the same APN by several PDN Gateways and CGNs, traffic between end‑users can be sent directly without going via any CGN.

-
Different CGNs can be deployed in an MPLS VPN providing CGN redundancy by relaying on basic routing protocol mechanisms.

-
This solution is fully compatible with the PCC architecture, as long as the PCEF and TDF functions are deployed between the PDN-GW and the CGN.
7.2.3
GI-DS-lite Applicability
Gateway-initiated Dual-Stack Lite applies to the following IPv6 migration scenarios outlined in clause 5:

-
Scenario 1: Dual-stack connectivity with Limited Public IPv4 Address Pools
-
Scenario 2: Dual Stack connectivity with Limited Private IPv4 Address Pools









































































































UE2





SGW





PGW





CGN





Mobility Tunnel(s)





NAT44





Binding





NAT44





Binding





CID





-





1





CID





-





2





Softwire





UE1





UE2





ePDG





PGW





CGN





DSMIPv6 Mobility Tunnel(s)





NAT44





Binding





NAT44





Binding





CID





-





1





CID





-





2





Softwire








�SWID


Paco: Done





